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Abstract

Dempster-Shafer evidence theory as an extension of Probability has wide
applications in many fields. Recently, A new entropy called Deng entropy
was proposed in evidence theory. Deng Entropy as an uncertain measure
in evidence theory. Recently, some scholars have pointed out that Deng
Entropy does not satisfy the additivity in uncertain measurements. However,
this irreducibility can have a huge effect. In more complex systems, the
derived entropy is often unusable. Inspired by this, a generalized entropy is
proposed, and the entropy implies the relationship between Deng entropy,
Rényi entropy, Tsallis entropy.
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1. Introduction1

Dempster-shafer evidence theory [1, 2] was proposed by Dempster [1] and2

developed by Shafer [2]. Evidence theory as a framework of uncertain rea-3

soning is closely related to probability theory. It can be considered as a4

generalization of probability, assigning belief to power set of the propositions5

rather than single elements. This theory allows for the combination of evi-6

dence from different sources and draws a certain degree of conclusion, taking7
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into account all available evidence. There are a lot of applications about it8

[3, 4, 5, 6, 7, 8].9

How to measure uncertainty has always received widespread attention in10

evidence theory. Most of the measurements on uncertainty are related to11

Shannon entropy [9]. Yager [10] generalizes the entropy in probability theory12

to evidence theory. This entropy is based on the belief structure, which13

provides an indicator of the quality of the evidence. Maeda and Ichihashi14

[11] propose a uncertain measurement method. This uncertainty consists of15

two types, one containing the uncertainty of Shannon entropy determination16

and the other related to the cardinality of the set.17

Recently, A new entropy named Deng entropy [12] has been proposed18

to solve uncertain measurement. This entropy is directly related to basic19

probability assignment. When the belief is assigned to the element of frame20

of discernment instead of the power set, this entropy is degenerated into21

the Shannon entropy. Deng entropy quickly attracts the attention of many22

scholars. Abellán [13] discusses the property of Deng entropy and points out23

that this entropy could quantify two types of uncertainty in evidence theory.24

Tang et al. [14] extended Deng entropy to an open world and applied it to25

information fusion. There are other discussions and applications about Deng26

entropy [15, 16].27

Entropy is diverse [17]. After Clausius [18] proposed the concept of en-28

tropy, various entropies were raised. Rényi [19] proposed an entropy called29

Rényi entropy. Rényi entropy [19] has many applications in quantum infor-30

mation [20], information theory [21], and fractal theory [22]. Tsallis entropy31

is a generalization of the standard Boltzmann Gibbs entropy [23]. Tsallis en-32

tropy has been controversial since it was proposed [24]. After many complex33

systems are derived from Tsallis entropy [25], Tsallis entropy has received a34

lot of attention.35

It can be proved that Shannon entropy [9] is a special case of Tsallis en-36

tropy [23], Rényi entropy [19]. So a natural question is what is the relation-37

ship between Deng entropy [12] and Rényi entropy [19] and Tsallis entropy38

[23]? Therefore, in order to explore the relationship between Deng entropy39

[12] and these two entropies. In this paper, we propose two generalized Deng40

entropies, which reveal the relationship with these entropies.41

The structure of this article is as follows. Section 2 introduces some basic42

knowledge. Section 3 proposes the generalized Deng entropy. In section 4,43

some examples are discussed. Finally, conclusion is given.44
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2. Basic Knowledge45

In this section, Deng entropy [12], Rényi entropy [19], Tsallis entropy [23]46

will be briefly introduced.47

2.1. Deng Entropy48

Compared to probability theory, Dempster shafer evidence theory [1, 2]49

has a greater advantage to deal with uncertainty. First, Dempster shafer50

evidence theory [1, 2] can deal with more uncertainty in the real world. In51

Dempster shafer evidence theory [1, 2], belief is not only assigned to a single52

element but also to a multi-element set [26]. In addition, it does not require53

prior information before combining each individual evidence [27]. Some basic54

knowledge about evidence theory is introduced.55

Suppose the power set of the frame of discernment X = {θ1, θ2, . . . , θN}56

is P (X). Where the elements of X are mutually exclusive and exhaustive.57

For a frame of discernment X, the mass function is defined as follows [2].58

m : P (X) 7→ [0, 1] (1)

where m(φ) = 0 and
∑

Fi∈P (X) m(Fi) = 1.59

In evidence theory, mass function is also called basic probability assign-60

ment (BPA), indicating the degree of belief in Ai ∈ P (X).61

Deng entropy in evidence theory is difined as follows [12].62

Ed = −
∑
i

m(Ai) ln
m(Ai)

2|Ai| − 1
(2)

where Ai ∈ P (X) and |Ai| is the cardinality Ai.63

Note that the base of all log functions is taken as a natural number e.64

i.e. loge
∆
= ln.65

2.2. entropy66

For a discrete random Y , its probability distribution is PY = {pi|i = 1, 2, . . . , N}.67

Rényi entropy is defined as follows [19].68

Hα =
1

1− α
log(

∑
i

pαi ) (3)

where α ≥ 0.69
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2.3. Tsallis entropy70

Given a discrete Z, its probability distribution is PZ = {pi|i = 1, 2, . . . , N}.71

Tsallis entropy is defined as follows [23].72

Hq =
k

q − 1
(1−

∑
i

pqi ) (4)

where q and k are parameters. For analysis, k is set to 1, which means73

that Tsallis entropy can be expressed as follows.74

Hq =
1

q − 1
(1−

∑
i

pqi ) (5)

3. Generalized Deng Entropy75

In evidence theory, Klir and Wierman define five types of uncertainty76

requirements: probability consistency, set consistency, range, subadditive,77

additivity [28]. Are all the uncertain measurements satisfying these five re-78

quirements? Abellán [13] points out that Deng entropy [12] does not satisfy79

additivity and sub-additiveness. In fact, Tsallis entropy [23] does not satisfy80

additivity [29]. Rényi pointed out that if the additivity of Rényi entropy [19]81

is strictly satisfied, then there are only two possible Kolmogorov-Nagumo82

functions [29]. For example, in some systems involving long range forces83

[29], this kind of nonlinear system has come to receive widespread attention84

[30].85

Deng entropy has been proposed as an entropy in the field of information86

[12], although there is currently no physical explanation. However, this non-87

additive nature seems to imply a connection to more complex systems.88

3.1. R-D entropy89

In order to bridge the relationship between Deng entropy [12] and Rényi90

entropy [19], a generalized D-R entropy is proposed as follows.91

Eα(m(Ai)) =
1

1− α
ln

[∑
i

(
m(Ai)

2|Ai| − 1
)α(2|Ai| − 1)

]
(6)

Theorem 1. When α→ 1, D-S entropy degenerates into Deng entropy.92
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Proof 1. limα→1Eα(m(Ai))93

= limα→1

∂
∂α

[
ln(
∑
i(

m(Ai)

2|Ai|−1
)α(2|Ai|−1)

]
∂
∂α

(1−α)
94

=

∑
i e
α ln(

m(Ai)

2|Ai|−1
)

(2|Ai|−1) ln(
m(Ai)

2|Ai|−1
)

−
∑
i(

m(Ai)

2|Ai|−1
)α(2|Ai|−1)

95

= −
∑

im(Ai) ln m(Ai)

2|Ai|−1
96

It can be easily proved that the R-D entropy degenerates into Rényi97

entropy when the belief is assigned to single elements. Naturally, when α→ 198

and belief is assigned to single elements, the R-D entropy degenerates into99

Shannon entropy.100

3.2. T-D Entropy101

T-D entropy is proposed as follows, which may expose the relationship102

between Deng entropy [12] and Tsallis entropy [23].103

Eq(m(Ai)) =
1

1− q

[
1−

∑
i

(
m(Ai)

2|Ai| − 1

)q
(2|Ai| − 1)

]
(7)

Theorem 2. When q → 1, T-D entropy degenerates into Deng entropy.104

Proof 2. limq→1Eq(m(Ai))105

= limq→1

∂
∂q

[
1−
∑
i(

m(Ai)

2|Ai|−1
)q(2|Ai|−1)

]
∂
∂q

(q−1)
106

= −
∑

i e
q ln(

m(Ai)

2|Ai|−1
)
(2|Ai| − 1) ln( m(Ai)

2|Ai|−1
)107

= −
∑

im(Ai) ln m(Ai)

2|Ai|−1
108

Similarly, it can be proved that the T-D entropy degenerates into Tsallis109

entropy when the belief is assigned to single elements. Naturally, when q → 1110

and belief is assigned to single elements, the T-D entropy degenerates into111

Shannon entropy.112

3.3. R-T-D Entropy113

Masi [29] proposes a unified entropy that links Rényi entropy [19] and114

Tsallis entropy [23]. Inspired by him, a unified form of entropy is proposed115

which could linkRényi entropy [19], Tsallis entropy [23] and Deng entropy116

[12].117
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Et,r(m(Ai)) =
1

1− r

[∑
i

(
m(Ai)

2|Ai| − 1
)t(2|Ai| − 1)

] 1−r
1−t

− 1

 (8)

It can be proved that when r tends to t, the R-T-D entropy degenerates118

into T-D entropy. when r tends to 1, the R-T-D entropy degenerates into119

R-D entropy.120

4. Conclusion121

We propose a generalized entropy that links Deng entropy [12], Rényi122

entropy [19], Tsallis entropy [23].123

References124

[1] A. P. Dempster, Upper and lower probabilities induced by a multivalued125

mapping, The annals of mathematical statistics (1967) 325–339.126

[2] G. Shafer, et al., A mathematical theory of evidence, volume 1, Prince-127

ton university press Princeton, 1976.128

[3] J. Wang, K. Qiao, Z. Zhang, An improvement for combination rule in129

evidence theory, Future Generation Computer Systems 91 (2019) 1–9.130

[4] W. Liu, X. Chen, B. Chen, J. Wang, L. Chen, An efficient algorithm131

for influence maximization based on propagation path analysis, in: Ad-132

vances in Computer Science and Ubiquitous Computing, Springer, 2017,133

pp. 836–845.134

[5] A. L. Kuzemsky, Temporal evolution, directionality of time and irre-135

versibility, RIVISTA DEL NUOVO CIMENTO 41 (2018) 513–574.136

[6] J. An, M. Hu, L. Fu, J. Zhan, A novel fuzzy approach for combining137

uncertain conflict evidences in the dempster-shafer theory, IEEE Access138

7 (2019) 7481–7501.139

[7] M. D. Mambe, T. N’Takpe, N. G. Anoh, S. Oumtanaga, A New Un-140

certainty Measure in Belief Entropy Framework, INTERNATIONAL141

JOURNAL OF ADVANCED COMPUTER SCIENCE AND APPLI-142

CATIONS 9 (2018) 600–606.143

6



[8] M. D. Mambe, S. Oumtanaga, G. N. Anoh, A belief entropy-based144

approach for conflict resolution in iot applications, in: 2018 1st Inter-145

national Conference on Smart Cities and Communities (SCCIC), IEEE,146

pp. 1–5.147

[9] C. E. Shannon, A mathematical theory of communication, Bell system148

technical journal 27 (1948) 379–423.149

[10] R. R. Yager, Entropy and specificity in a mathematical theory of evi-150

dence, International Journal of General System 9 (1983) 249–260.151

[11] Y. Maeda, H. Ichihashi, An uncertainty measure with monotonicity un-152

der the random set inclusion, International Journal Of General System153

21 (1993) 379–392.154

[12] Y. Deng, Deng entropy, Chaos, Solitons & Fractals 91 (2016) 549–553.155

[13] J. Abellán, Analyzing properties of deng entropy in the theory of evi-156

dence, Chaos, Solitons & Fractals 95 (2017) 195–199.157

[14] Y. Tang, D. Zhou, F. Chan, An extension to dengs entropy in the open158

world assumption with an application in sensor data fusion, Sensors 18159

(2018) 1902.160

[15] F. Xiao, Multi-sensor data fusion based on the belief divergence measure161

of evidences and the belief entropy, Information Fusion 46 (2019) 23–32.162

[16] F. Xiao, An improved method for combining conflicting evidences based163

on the similarity measure and belief function entropy, International164

Journal of Fuzzy Systems 20 (2018) 1256–1266.165

[17] L. Jost, Entropy and diversity, Oikos 113 (2006) 363–375.166

[18] R. Clausius, The mechanical theory of heat: with its applications to the167

steam-engine and to the physical properties of bodies, J. van Voorst,168

1867.169
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