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Abstract

A fairly and simple exact solution of a well-known singular quadratic Liénard type equation is
developed in this paper. The solution is compared with those obtained by Sundman and Lie
Symmetry analysis. It is found that the result are in nice agreement.

Introduction

Consider the equation

. 2. o’

¥-—x’+—x=0 (D)
3x

which is a Liénard II type harmonic nonlinear oscillator equation, where x is the function of

time ¢ and wis a free parameter.

This equation is investigated by Orhan and Ozer in [1] wherein, his first integral of the form
A(t,x)x + B(t, x) is found and the invariant solution is obtained. The aim of this paper is first

to show that the equation (1) is a particular case of a more general one that belongs to the
general class of quadratic Liénard type equations introduced by Akande et al. [2, 3, 4] and
then determine in a straightforward fashion an exact solution. Second to analyze the equation
(1) in one part from Lie Symmetry point of view and in second part by Sundman Symmetry to
show that the obtained solutions are the same one computed by application of the nonlinear
differential theory introduced by Akande et al. [2, 3, 4]

2- Solution using the generalized Sundman transformation developed by Akande et al.
12,3, 4]

Let us consider the theory of nonlinear differential equations recently introduced by Akande
et al. [2, 3, 4]. In this way, let’s take into account the general class of quadratic Liénard type
equations [2, 3, 4].
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X+ (l 2() % 0 jx +bxf7(x)+a 2 () =0 (2)
which is found by applying the transformation

Y@ =[g' dv:  dr=f7 ()i 3)
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to the equation of harmonic oscillator
y'(r)+a’y(r)=0 4)

For b=0, f(x)=g(x)=x", the equation (2) is rewriting in this form
2 2

X a
¥ +2(l—y)—+——x"" =0 5
X+ y)x 21+1x )

_ 2
The choice y =0, [ = Tl and a° = %, leads to the equation (1) studied in [1]

This equation is then a particular case of the generalized equation (5).To find the solution, let
us consider (3) which after substitution of f(x), g(x) and y, becomes

1

n(z) =327,

and

dr=dt  whichreduces to
r=t+k , with k aconstant

Since y(7) is solution of (4), then
y(7)=A,sin[at + o] (6)
so that one may obtain the solution to (1) in the form

A 3
x(t)=2—17$in3(%t+A2j 7)

where A4, :a+§,and k=1

3-Lie point symmetry analysis
3.1-Eight symmetries of (1)
Consider the one parameter Lie group of infinitesimal transformation in the variables

T=t+&E(t,x)+0(g?)
X =x+en(t,x)+0(*)

where &(¢,x) and 7(¢,x) are the infinitesimal symmetries defined by the determining
equations [5],
2

§xx +§§X :0 (8)
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From (9),

1

E(t,x)=3b(t)x> + a(t) (12)
Replacing (12) in (10) and doing some algebraic manipulations, one can find
n(t,x) =9b()x*"® + xc(t) + x*"2d(¢) (13)

The next step is to calculate a(z), b(¢), c(¢) and d(¢). To achieve this, let us replace &£(z, x)
and 7(¢,x) in (10) and (11) and setting the coefficient of x™ equal to zero, one may have a

following system of differential equations

2

b+2 p=0
9
2 (14)

¢+

The integration of the equations of the previous system leads to the expression of a(¢), b(?),
c(t) and d(t), viz

2
a(t)= (%) a, +a, sin(%) +a, cos(%) (15)
b(t)=b, sin(2 tj +b, cos(g tj (16)
3 3
10} 20t w . (20t
C(l):C1 +§a2 COS(TJ_?CIS SIH(TJ (17)
and
d(t)=d, sin(% tj +d, cos(% tj (18)



Thus the infinitesimal symmetries are

1 1
E(t,x)=3x3b, sin(% tj +3x°b, cos(g tj + (

and

2
3 j a, +a, sin(%) +a, cos(%) (19)

. . (20t
n(t,x)=3wx*"b, cos(%tJ -3ax*"b, sm(%tJ +3xc, + xma, cos[%} - xwa, SIH[TCOJ +

+x°d, sin(g tj +x°7d, cos(gtj
3 3

The eight symmetries are then given by

2
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X, = sin(z—w tjat +xo 005(2_60 tjax
3 3
X, = 005[2—0) tjat -xw sin(z—a) tjax
3 3
X, =3x"" sin[% tjat +3an*’ cos(%tj@x

X, =3x" cos(gtjat —3an*”’ sin(% tjax

X, =3x0,

X, =x" sin(gtjax
3
and

X, =x"" cos[% tjax

(20)



3.2- Solution of the equation using Lie Symmetry

The equation admitting eight parameters is isochronous according to [5]. Hence there exists
an invertible transformation X = A(x), which maps this equation into

X+ a)ozX =0
Let us find 4(x) , according to the equation [5]

W) oy b

X+ 0
h'(x) h'(x)

0 1)

Comparing (21) and (1), it leads

h!!(x) ___2
B(x) 3x

Then A(x)=3x"". Let us determine @,

Comparing also (21) and (1) gives

2 h(x) _o®
n(x) 3

0

Then o, :g . Since the solution X(¢)is given by

X ()= A, sin(w,t + 4,)

the solution x(¢) is then
47 . o
x(t) :2—17s1n3(§t +A4,)
where 4,and 4, are constants . Such a solution is the same as that obtained previously by
generalized Sundman transformation.
4- Sundman symmetry analysis
4.1-Elements of Sundman Symmetry analysis

The comparison of (1) with [6]

5é+%¢xx2 +B(x)=0

leads

1 2
2 b = 3x
from which



px) = 1n(1J
X

2
@

and B(.X) =Tx

Consider the general nonlocal transformation [6]

X=F(x); dT=G(x)dt

F(x)= (i % j B(x)e¢(x)dxj

with $(x)
B(x)e *?
G(x)= E
(i 2J- B(x)e"’(")dx)

Replacing ¢(x) and B(x)yields

F(x) =%x”3, and g(x) :g

Thus, the nonlocal transformation of (1) is

X=2x" and a7 =%t
F; 3

4.2-Sundman Symmetry of equation (1)

The Sundman symmetries X and 7 are determined by the following equations

F(X)=+JF*(x)+C

and
F(x)

JFP(x)+C

where c¢ is a constant, ' and G are given respectively by ( 22).

G(X)dT = £G(x)

from (23) one may have

2
a - ()
Dz _y ( _ x2/3 +CJ
B B

which may give

ﬂz 3/2
~ c
X=4x*"7+ >

10}

(22)

(23)

(24)



On the other hand, substituting /' and G in (24) leads to

1/3

di =+ —"—dr

By integration one may obtain

1/3
X

2
C

x2/3 + ﬂz
@

The Sundman Symmetry of equation (1) is then given by

T=A+ j dt , where A is a constant.

ﬂz 3/2
~ c
X=4Hx*"+ >
w
1/3
t:A+J- - dt
c
x2/3+ 182
0]

4.3-Parametric solution of equation (1)
10, p ’ 10,
Consider X = Exm such thatx = [—j X’ and dT = Edt
0]

The previous transformation maps equation (1) into the equation

d*X

2

+X=0

and its first integral is

2
ax + X7’ =1,, with I, a constant. Setting ax _ 7, one has
dT dT

>+ X> =1, sothat X(2)=(1, -* )"

3
Hence x(7) = (ﬁj (1 =7’ )3/2 . Knowing that
w

aX _dx dr
dT  dr dT
one may have

dT :_—ldz'

(]1 _12)1/2



which may yield

—1/2

t(r)z—%j(ll —rz) dr +c,

Therefore the parametric solution is

x(r) = (EJS(II _ 2 )3/2

@

—1/2

t(r):—%j(ll —rz) dr +c,

I,, B and c, are arbitrary constants and 7 is the parameter.

4.4- Explicit solution of (1) using Sundman symmetry

The expression of #(7) may be arranged in the form

dt +c,

which leads to

- % (t—c,)= arcsin[ﬁ]

Then

r(t)=—\1, sin(%t 4 Blj

Replacing (26) in (25) yields

x(7) —[ﬁfT(l - sinz(% +B, D

Since

1—sin2(£t+81j=cosz(£t+Blj
3 3

and cos(gt + Blj = sin[ﬁt + B, + Ej
3 3 2

then

(25)

(26)



3
1
x(t) = [ﬁ—\/_l} sin3(ﬂt + Azj
0] 3
where A4, =B, +%

4, AL
[0

Now, choosing 3 =

, one may finally write x(¢) in the form

x(t)—A—ﬁsin3 Ly
27 3007

which is nothing but the solution obtained previously by application of the generalized
Sundman transformation introduced by Akande et al. [2, 3, 4] and Lie symmetry group
analysis.

Conclusion

A singular quadratic Liénard type equation with well-known solutions has been considered in
this contribution. A new solution which appear fairly and simple has been developed within
the framework of the generalized sundman transformation. The obtained solution has been
found to be identical to those computed from Lie point symmetry group analysis as well as
from Sundman symmetry method.
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