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Technical Note 

Abstract 

In this research Technical Note the author has presented a novel method to find all Possible Clusters 

given a set of M points in N Space. 

Theory 

Definition of a Cluster 

We define a Cluster as follows: 

A Cluster is a collection of Points (or objects) wherein they are scattered (their property is 
distributed) in such a fashion that, for a specified distance (measured in appropriate Metric of 
concern using appropriate Norm of concern) every point of this cluster has at least one neighbouring 
point also belonging to this cluster located within  

(i) this specified distance* [1] 
(ii) a certain small neighbourhood of this this specified distance, measured from the 

aforementioned point of concern. 

 

Proximity Ratio 

Given M number of points MtoiRx N

i 1,  , each belonging to 
NR , we find the Proximity 

Matrix P  for each ( M  number of) point with each of all other ( M  Number of points) points, 

inclusive of itself. The Proximity can be found using Euclidean distance or using the concept stated 

in [1].  
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Proximity Contrast Ratio 

We define the Proximity Contrast Ratio as  
 

 
 mlP

qpP

mlP

qpP
,

,

,

,  with only those values of 

  0, qpP and   0, mlP with Mtomlqp 1,,,  . Furthermore, lp  and mq 

simultaneously. 

 

Proximity Full Contrast Ratio 

We now define the Proximity Full Contrast Ratio 
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Max

Min
,

,
 with only those values of

  0, jiP . Also, Mtoji 1,  . 

 

Cluster Analysis Based On Proximity Full Contrast Ratio 

Case 1:  

Now, we now compute the distance 
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Now, we consider any point 
N

i Rx   and find all points that have at least one neighbouring point 

within the distance 
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Minrd  , considered among themselves. That is, we find all the points 

which satisfy the Definition of a Cluster, afore-stated. We say that all such points form one Cluster 

each for each value of ,...5,4,3,2,1r .  

Case 2: 

Now, we now compute the distance 

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Minrd  , considered among themselves. That is, we find all the points 

which satisfy the Definition of a Cluster, afore-stated. We say that all such points form one Cluster 

each for each value of ,...5,4,3,2,1r .  



 

Cluster Analysis Based On Any Proximity Contrast Ratio 

Case 1:  

Now, we now compute the distance  
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Now, we consider any point 
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i Rx   and find all points that have at least one neighbouring point 

within the distance  
 
















mlP

qpPrd
,

, , considered among themselves. That is, we find all the points 

which satisfy the Definition of a Cluster, afore-stated. We say that all such points form one Cluster 

each for each value of ,...5,4,3,2,1r .  

Case 2: 

Now, we now compute the distance  
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which satisfy the Definition of a Cluster, afore-stated. We say that all such points form one Cluster 

each for each value of ,...5,4,3,2,1r .  

 

Advantages 

This theory can be used for multi class classification, wherein an entity of concern may belong to 

more than one class. If we can also slate Belonging to a Cluster or Class ness based on grading of the 

Similarity between such affiliations, we can get a Model of Unique Holistic Clustering which can be 

used for Image Segmentation. 
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