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Abstract

In this research investigation, the author has presented a Recursive Past Equation

and a Recursive Future Equation based on the Ananda-Damayanthi Normalized

Similarity Measure considered to Exhaustion [1].

The Recursive Future Equation

Given a Time Series Y = {yl, Yo Yareeon Yoot yn}
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we can find Y,,; using the following Recursive Future Equation
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Y, {SHSHS} ......... {SHS}
k=1 Lk I‘k+1 Lk+2 Lk+p—l Lk+p
p—ow 2 2 2 2 2
3 {Sk} +{Sk+l} +{Sk+2} Foen, +{Sk+p_l} +{Sk+p}
k=1 I-k Lk+l Lk+2 Lk+ p-1 I‘k+p
where

S, = Smaller of (y.,,Y,) and L, = Larger of (y,.,,y,)

Sy = Smaller of (L, =S, ).¥,) and L, = Larger of (L, ~S,)y,)

S,., = Smaller of (L, —S,.;).¥,) and Ly, = Larger of ((L,.,~S,.;).,)

Siipa= Smaller of ((Lkwf2 =S ) yk) and L., =Larger of ((me2 =Sy ) yk)
Sy., = Smaller of ((Lk+p_1 —Sk+p_1), yk) and L, =Larger of ((Lk+p_1 —Sk+p_1), yk)

where  pis a Number which makes the aforementioned Difference Residual

(Lk+p_1 - Sk+p_1) tend to Zero.

From the above Recursive Equation, we can solve for Y,,;.

Proof:

We consider y, and find the Ananda-Damayanthi Similarity [1] between y and Y,y

which turns out to be {%} We now consider the lack of similarity part, i.e., (L, —S,)
1

and again find the Similarity between y, and (L, —s,) which turns out to be

{i} = {i} . And similarly, we find {h} = {i} , {8“3} = {i} 3 evrsaerees )
I‘1+1 L2 I_1+2 L3 I_1+3 L4

S1+p—l _ Sp S1+p . . .
] AT IRE We now add them all. Similarly, we consider y,, Y;,..... , upto
1+ p-1

p

1+p

Yoi and Y, and compute such aforementioned quantities and add them all. We now

Normalize, i.e., divide each of  this value by  the quantity

2 2 2 2 2
n S S
> {i} +{£} +{Sk—*2} Fooee, +{ﬂ} +{ﬂ} . We equate this value to Y,
k=1 Lk Lk+1 Lk+2 Lk+p—1 Lk+p

as the RHS is the Total Normalized Similarity contribution from each element of the

Time Series Set Y = {yl, Yor Yo Y yn} with respect to Y.



General Form

We can note that the above

Zn:yk {Sk}+{8k”}+{sk*2}+ ......... + Skipt + Skep
Lo k=1 I-k Lk+1 I-k+2 Lk+p—1 Lk+p
Yo = Limit
p—x n 2 2 2 2 2
Sl ol e [
k=1 I—k I-k+l Lk+2 Lk+p—l Lk+p
is in general of the form

a,
al Yo t T
y,,, = Limit ne

(2]

where, 8, d,, 8; and 8, are some positive integers.

We can further write the above equation as

2 2
a a
(yn+l )2 {(a3 yn+l )2 +( . j } = {al yn+l + _2}
yn+l yn+1

(@) (Vo) — (@ V(Yo + {0 ~ (28,2, (¥, )* —(a,)* =0

Defining Error

We define Error in the following fashion:

For the Recursive Future Equation:

Method 1

equation

Equation A

Given a Time Series Y = {yl,yz,ys, ------- Yoo yn} we consider only Y ={yl,y2,y3, ------- ,yn_l}

and use the aforementioned Recursive Future Equation to find the n" term. Say this

is "y, where the p stands for the ‘predicted’ or ‘forecasted’ value. Then, the Error is

defined by



_p
Yn

Method 2

Given a Time Series Y = {yl, Yoi Yameon Yo yn} we consider it and use the aforementioned

) ) ! th ..
Recursive Future Equation to find the (n +1) term. Say this is Py... where the p stands
for the ‘predicted’ or ‘forecasted’ value. We now consider the Time Series Set

Y ={y2,y3, ------- ,yn_l,yn,yml} and use the aforementioned Recursive Past Equation to

generate the term previous to vy, , i.e., P Y; . Then, the Error is defined by

£p = ( Y1_py1j
Y1

Therefore, simple Error can be given by

Eg = (Y1_py1) = {yl — Desired Root Of {(03 )2 (yn+l )6 - (Cl )2 (yn+l )4 + {(04 )2 - (201C2 )}(Ynu )2 - (Cz )2 = O}}
where the Equation (¢, ) (y,.,)" —(c, ) (y,.)" + {(04 Y —(2cc, )}(ym1 ) —(b,)’ =0 is analogously
developed as equation B using the Time Series Set Y= {yz, Yareeees Yo Yo yn+1} to find

where where, C,. C,. C, and C, are some positive integers.
19 9 Y19 V29 V3 4

The Functional Form Equation For Making Future Forecast

We consider the equation shown below

e = (") = lys — Desired Root OF {¢.)" (v’ ~(e.f (v + e f (262 )y ~(c. ) =0}

and minimize the Error w.r.t y,_,, i.e.,

de ., d% : .. :
= =0 with >0 at the value ofy, ,| . whereis & minimum. The Equation
dyn+1 dyn+1 "
. . . .. . de
at which this error is Minimum i.e., g F =0 can be used to re-calculate the a,, a,
y”+l &g Min

, d3 and @, and say these are @y, 85pey, A3pey and dype, , The Functional Form Equation

For Making Future Forecast becomes



(Baren) V1) = unef (V2)* + (@) ~ (B Voa f = (@) =0

The Recursive Past Equation

Given a Time Series Y = {yl, Yor Vs Yo yn}

we can find Y, using the following Recursive Past Equation

n24y {&(}+{Sk+l}+{sk+2}+ n Sk+pfl i Sk+p
K — —rt .

A k=0 Lk I-k+1 Lk+2 Lk+p,1 Lk+p
= Limit

- \/nl {{Sk}z +{Sk”}2 +{Sk*2 }2 e, +{Sk+pl}2 +{Sk+p }2
ko | [ L Ly Lz Livpa Livp

where
S, = Smaller of (y,,y,) and L, = Larger of (y,,y,)
Sty = Smaller of ((Lk _Sk)’ yk) and Ly, = Larger of ((Lk _Sk)’ Yk)
Sy.., = Smaller of ((Lk+l _Sk+1)' yk) and Ly, = Larger of ((Lk+1 _Sk+1)’ yk)
S, pa = Smaller of ((Lkwf2 =S ) yk) and L., , =Larger of ((mefz ~Sip2 ) yk)
S, = Smaller of ((Lkﬂ,f1 —SkHH), yk) and L., =Larger of ((LHH —SKHH), yk)

where pis a Number which makes the aforementioned Difference Residual

%/_/

(LKHF1 - SkﬂH) tend to Zero.

From the above Recursive Equation, we can solve for Y.

Proof:

We consider y, and slate the Ananda-Damayanthi Similarity [1] between y and Y,

. S . e . .
which turns out to be {—0} . We now consider the lack of similarity part, i.e., (L, —S,)
0

and again find the Similarity between y, and (L,—S,) which turns out to be

{h}:{i} And similarly, we find {M}:{i}, {h}:{i}v ---------- )
L0+1 Ll LO+2 LZ L0+3 L3

S0+p—1 Sp—1 S0+p Sp
= , =17 (. We now add them all. Similarly, we consider y,, Y¥;
LO+ p-1 L p-1 L0+ p L

p

»eeeenn upto Yy and compute such aforementioned quantities and add them all. We now



Normalize, 1.e., divide each of  this value by  the quantity

118, (S, (Sl Sensl [Senl
Z {—k} +{ﬂ} +{ﬂ} o, 2L P L L We equate this value to Y, as
k=0 Lk Lk+1 I—k+2 Lk+ p-1 Lk+ p

the RHS is the Total Normalized Similarity contribution from each element of the

Time Series Set Y = {yo, Yir Yo Yareen yn,l}with respect to Y, .
General Form

We can note that the above equation

R e o e TRy
L k=0 Lk I-k+1 I-k+2 Lk+p—l I‘k+p
y, = Limit - -
p—o0 2 2 2
5 {S} +{Sk+l} +{Sk+z} _— +{S} +{Sk+p}
k=0 Lk Lk+1 Lk+2 Lk+p—l Lk+p
is in general of the form
{bl yn + bz}
Yn
Yo = -
b
(byy, ) + [j
\/{ ’ Y

where, b, b,, b; and b, are some positive integers.

We can further write the above equation as

(v,) {(bsyn )+ (S—“Jz} = {blyn + 3—2}2

(b ) (y, ) = (o, (v, )" + {(b4 ) —(20,b, )}(yn Y —(b,)* =0 Equation B

where, b, b,, b; and b, are some positive integers.



Defining Error
We define Error in the following fashion:

For the Recursive Past Equation:

Method 1

Given a Time Series Y = {yl, Yo Y3 Yot yn} we consider only Y = {yz, Y3seeeens Yot yn}

and use the aforementioned Recursive Future Past to find the 1% term. Say this is P Y1

where the p stands for the ‘predicted’ or ‘forecasted’ value. Then, the Error is defined

by

£p = ( Y1—pY1J
Y1

Method 2

Given a Time Series Y = {yl, YoiYarees Yoo yn} we consider it and use the aforementioned

Recursive Future Equation to find the term previous to y,. Say this is " Y, where the
p stands for the ‘predicted’ or ‘forecasted’ value. We now consider the Time Series Set

Y ={yo,y1,y2,y3, ------- ,yn_l} and use the aforementioned Recursive Future Equation to

generate the term next to Y, 4, i.e., Py.. Then, the Error is defined by

_p
. :(yn ynJ
Ys

Functional Form Equation For Making Past Forecast

A Seasoned reader of author Literature, especially the section on ‘Functional Form
Equation For Making Future Forecast’ can infer the procedure for the Past Forecast

which is very much similar to the Future Forecast.
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