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Abstract

In this research investigation, the author has presented a Recursive Past Equation and a Recursive Future Equation based on the Ananda-
Damayanthi Normalized Similarity Measure considered to Exhaustion [1].

The Recursive Future Equation

Given a Time Series Y = {yl, Yoi Ygmeeenn Yoo yn}

we can find Y, using the following Recursive Future Equation

Zn:yk {S"}+{Sk”}+{s"”}+ ......... + Sicip + S
k=1 I‘k Lk+1 Lk+2 Lk+ p-1 Lk+p

N 2 2 2 S 2 S
Sl sl sl [ o
k=1 Lk Lk+l Lk+2 Lk+p—1 L

k+p

Y., = Limit

p—

where

S, = Smaller of (y,,,,y,) and L, = Larger of (y,.,,y,)

S,., = Smaller of (L, —S,).y,) and L,,, = Larger of (L, —=S,),Y,)

Sks, = Smaller of ((Lk+1 ~S.1) i) and L, = Larger of ((Lk+1 - Sk+1)’ yk)

S.ps = Smaller of (L., —Seip ) Vi) and Ly, = Larger of (L, —Seepz ) Vi)
Si.p = Smaller of ((wal —SMH), yk) and L, =Larger of ((Lkwfl —SMH), yk)

From the above Recursive Equation, we can solve for Y, ;.
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Proof:

We consider Y, and find the Ananda-Damayanthi Similarity [1] between Y, and Y, ,; which turns out to be {?l} . We now consider the lack

1

S S
of similarity part, i.e., (L1 - Sl) and again find the Similarity between Y, and (Ll - Sl) which turns out to be {ﬁ} = {—2} . And similarly,

+1 2
S s,] [s S s...]1 [s S,
we find {ﬂ} = {—3} ) {ﬂ} = {—4} Y e , i QR Sl , 2P L We now add them all. Similarly, we consider Y,, Y,.....,
1+2 L3 L1+3 L4 I—1+ p-1 L p L1+ P
upto Y, and Y, and compute such aforementioned quantities and add them all. We now Normalize, i.e., divide each of this value by the
2 2 2 2 2
LS S S Seio S
quantity Z {—k} +{ﬂ} +{ﬂ} Fos D S G S . We equate this value to Y,,; as the RHS is the Total
k=1 I—k I-k+1 I—k+2 I—k+p—1 Lk+p

Normalized Similarity contribution from each element of the Time Series Set with respect to Y, ; .
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The Recursive Past Equation

Given a Time Series Y = {yl, Yoi Ygreeenn Yoo yn}

we can find Y, using the following Recursive Past Equation
niyk {S"}+{S“”}+{S“2}+ ......... +{Sk”"1}+{sk+p}
k=0 Lk Lk+1 Lk+2 Lk+p—1 Lk+p
2 2 2 2 2
nZ_l {S"} +{S"”} +{Sk*2} s ORISR
k=0 I-k I-k+1 Lk+2 I—k+p—1 I—k-*—p
where
S, =Smaller of (y,,y,)and L, =Larger of (y,,y,)
S,., = Smaller of (L, —S,).y,) and L,,, = Larger of (L, —=S,),Y,)
Sy.2 = Smaller of ((Lk+1 _Sk+l)! Yk) and L, = Larger of ((Lk+1 - Sk+1)’ yk)
Sk+p—l = Smaller of ((Lk+p—2 - Sk+p—2 )7 yk) and L, , = Larger of ((Lk+p—2 - Sk+p—2 )v yk)

Sk+P = Smaller of ((LkH)*l - Sk+p—l)’ yk) and Lk+p = Larger of ((Lker—l - Sk+p—l)’ yk)

From the above Recursive Equation, we can solve for Y.

= Limit

p—

n
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