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ABSTRACT

Bipolar neutrosophic set theory and rough neutrosophic set theory are emerging as powerful tool for dealing with
uncertainty, and indeterminate, incomlete, and inprecise information. In the present study we develop a hybrid
structure called “rough bipoar neutrsophic set”. In the study, we define rough bipoar neutrsophic set and define
union, complement, intersection and containment of rough bipolar neutrosophic sets.

INTRODUCTION

The notion of fuzzy set which is non-statistical in nature was introduced by Zadeh in 1965[1] to deal with
uncertainty. Fuzzy set has been applied in many real applications to handle uncertainty. In 1986, Atanassov [2]
extended the concept of fuzzy set to intuitionistic fuzzy set by introducing the degree non-membership as an
independent component. In 1998, Smarandache [3] grounded the concept of degree of indeterminacy as
independent component and defined neutrosophic set. In 2005, Wang et al. [4] introduced the concept of single
valued neutrosophic set (SVNS) which is an instance of a neutrosophic set to deal real scientific and engineering
applications.

Lee [5] introduced the concept of bipolar fuzzy sets, as an extension of fuzzy sets. In bipolar fuzzy sets the degree
of membership is extended from [0, 1] to [-1, 1]. In a bipolar fuzzy set, if the degree of membership of an element
is zero, then we say the element is unrelated to the corresponding property, the membership degree (0, 1] of an
element specifies that the element somewhat satisfies the property, and the membership degree [-1, 0) of an
element implies that the element somewhat satisfies the implicit counter-property [6].

In 2014, Broumi et al. [7, 8] presented the concept rough neutrosophic set to deal indeterminacy in more flexible
way. Pramanik and Mondal [9, 10] and Mondal and Pramanik [11, 12, 13] studied different applications of rough
neutrosophic sets in decision making. Deli et al. [14] defined bipolar neutrosophic set and showed numerical
example for multi-criteria decision making problem.

In this paper we combine bipolar neutrosophic set and rough neutrosophic set and define rough bipolar
neutrosophic set. We define the union, complement, intersection and containment of rough bipolar neutrosophic
sets.

The rest of the paper has been organized as follows. Section 2 presents mathematical preliminaries of fuzzy bipolar
set, neutrosophic set, single valued neutrosophic set, bipolar neutrosophic set, and rough neutrosophic set. Section
3 is devoted to define rough bipolar neutrosophic set.

SOME RELEVANT DEFINITIONS
In this section we recall some basic definitions of bipolar valued fuzzy set, neutrosophic set, single valued
neutrosophic sets and rough neutrosophic set.
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Definition 2.1 Bipolar valued fuzzy set [5]
Let U be the universe of discourse. Then a bipolar valued fuzzy set B on U is defined by positive membership

function o, i.e. o5 1 U—[0,1] and a negative membership function g, i.e.
ag: U—>[-10].
Mathematically a bipolar valued fuzzy set is represented by B = (z: (ag(z),ag(z)» vzeU

Definition 2.2 Neutrosophic set [3]
Let U be the universe of discourse. Then a neutrosophic set S in U with generic elements X is characterized by a
truth membership function Ts(x), an indeterminacy membership function Is(x) and a falsity membership function

Fs(x). There is no restriction on Ts(x), Is(x) and Fs(x) other than they are subsets of ]‘0, 1 [that is Ts(X): N —
]‘0, 1* [; Is(X): N— ]‘O, 1* [; Fs(X): N— ]‘0, 1+[
Therefore, ~0 <inf T (X) +inf 15(X) +inf F;(X) <supTs(X) +supls(X) +supF (X) <3".

Definition 2.3 Single-valued neutrosophic set [4]
Let U be a universal space of points (objects) with a generic element of U denoted by x.
A single valued neutrosophic set S is characterized by a truth membership function T5(x), a falsity membership

function £ (x) and indeterminacy function |s(x) with Ts(x) Fs(x) Is(X) € [O,l]for all xin U.

When U is continuous, a SNVS S can be written as follows:
S=[(Ts(x), 1s(x), Fs(x) )/x, ¥x € U and when U is discrete, a SVNS S can be written as follows:

S=3(Ts(x) 1s(x) Fs(x))/x, ¥x € U
There is no restriction on Ts(X), Is(x) and Fs(x) other than they are subsets of [0, 1] that is
Ts(X): N— [0, 1]; Is(X): N— [0, 1]; Fs(x): N— [0, 1]
Therefore, 0 <inf T (X) +inf 15 (X) +inf F(X) <sup T, (X) +suplg (X) +supFs(X) <3

Definition 2.4 bipolar neutrosophic set [14]

A bipolar neutrosophic set A in Z is defined as an object of the form

A={<T*(2), I'(2), F(2), T*(2), I'(2), F(2) >: z € Z}, where , T*, I, F*: X—> [0,1]and , T, I, F: X — [-1, O].
The positive membership degree T*(z), 1'(z), and F*(z) denote the truth membership, indeterminate membership
and false membership respectively of an element z € Z corresponding to a bipolar neutrosophic set A. The negative
membership degree T+(z), 1'(z), and F(z) denote the truth membership, indeterminate membership and false
membership respectively of an element z € Z to some implicit counter-property corresponding to a bipolar
neutrosophic set A.

Definition 2.5 [14] Let, B, = {Xx <T§1(x), I, (), Fay (%), T, (%), T, (%), Fgl(x)> | xe U} and B, = {x
<Tg2 (), 15, (%), F, (%), Tg,, (%), 15, (X), Fs, (x)> | xe U} be two BNSs. Then B < B if and only if

Te, (%) < T, (), 15 (X) < 15, (X) , Fg (X) 2 Fg, (X) 5 T (X) 2 T, (), 15, (X) 2 15, (x) , Fg, (X) < Fg, (x) for all xe
u.

Definition 2.6 [14] Assume that B = {x, (T§, (x), 15, (), R, (X), T, (), 15, (X), F, (X)) | xe U} and Bz = {x,
<TB*2 (X), 15, (X),Fg, (X), Tg, (X), I, (X), Fg, (x)> | xe U} be two BNSs. Then B, = B, if and only if

Te, () =Tg, (%) 15, (X) =15, (X) . Fg, (X)=Fg, (X); Tg, (X) =Tg, (X), 15, (X) =15, (X) . Fg, (X)=Fg, (x) for all xe
u.
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Definition 2.7 [14] Assume that B = {X, (Tg (x),15(X),F3 (X), T3 (X), 15 (), Fs (X)) | xe U} be a BNS. The
complement of B is denoted by B® and is defined by
T 0)={13-Tg(x¥), 1. ()={1}-15(x), F () ={I"}-F(x);

Tl;c x)={13}-Tz; (), I;C x)={1%}-13(x), FE;c (x)={13}-F;(x) forall xe U.

Definition 2.8 [14] Assume that By = {x, (T, (x),15, (X),Fs, (), Tg, (X), 15, (X), F5, (X)) | xe U} and Bz = {x,

<ng (X). 15, (), Fs, (), Tg, (X), 15, (X), Fa, (x)> | xe U} be two BNSs. Then their union B; U B is defined as
follows:
g, (X) + 15, (X)

BiUB; = {Max (Tgl(x),ng(X) ) >

Min  (Fg (x),Fg, (X)), Min (Tg (X), Tg, (X)),

15, 00+ 15, (X)

3 , Max (Fg, (X), Fg, (x))} for all xe U.

Definition 2.9 [14] Assume that By = {X, <TB+1 (X). 15, (%), Fg, (%), T, (%), 15, (%), P, (x)> | xe U} and B, = {x,
<Tg2 (x), Igz (x), FB*2 (%), Tg, (X), I, (X), Fa, (x)> | xe U} be two BNSs. Then their intersection B; M B- is defined
as follows:

I, () + 15, (%)
2

I, (%) + 15, (%)

B1 B2 = {Min (T, (x), T¢, (), o

 Max (R, (x), Fs, (x)), Max (g, (x), Ta, (),

Min (Fg, (X), Fg, (x) )}for all xe U.

Definition 2.10: Definitions of rough neutrosophic set [7, 8]
Let Z be a non-null set and R be an equivalence relation on Z. Let P be neutrosophic set in Z with the membership
function T, , indeterminacy functionl, and non-membership functionFy. The lower and the upper

approximations of P in the approximation (Z, R) denoted by N(P) and N(P) can be respectively defined as follows:
N(P)I << X, TN(P) (X), IN(P) (X), FN(P) (X) >/Z E[X]R , X € Z>,

N(P)=<< X, T5p) 00 Iggpy (X): Fypy () >/ 2€ [x]g,x€ Z>

Where, T (p) (X) =, e[x]R TP(Z), Inp) (X)=A, e[x]R IP(Z), Fner) (X) =, e[x]R FP(Z),

Taioy 0=z il To ). oy (9 =2 il To2), ooy (0 =2 i 152)

So, 0<Tnpy(X) +Inepy (X) +F Ny (X) <3and 0 STN(P) x) +|N(P) x) +FN(P) (x)<3

Where v and A denote “max” and “min’* operators respectively, Tp(z), 1p(z) and Fp(z)are the membership,

indeterminacy and non-membership of z with respect to P. It is easy to see that N(P)and N(P) are two
neutrosophic sets in Z.

Thus NS mapping N, N: N(Z) »> N(Z) are, respectively, referred to as the lower and upper rough NS
approximation operators, and the pair (N(P), N(P)) is called the rough neutrosophic set in ( Z, R).

From the above definition, it is seen that N(P)and N(P) have constant membership on the equivalence classes of
Rif N(P)=N(P); i.e. Tyep)(x) :TN(P) (x), Iney(®) :|N(P)(X), Fney(X) = Fﬁ(p) (x) for all x belongs to Z.
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ROUGH BIPOLAR NEUTROSOPHIC SETS (RBNS)

In this section we introduce the notion of rough bipolar neutrosophic sets by combining rough neutrosophic set
and bipolar neutrosophic set. We define union, complement, intersection and containment of rough bipolar
neutrosophic sets.

Definition 3.1: Rough bipolar neutrosophic sets

Let Z be a non-null set and R be an equivalence relation on Z. Let B be a bipolar neutrosophic set in Z. The
positive membership degrees T*(z), 17(z), and F*(z) respectively denote the truth membership, indeterminate
membership and falsity membership respectively of an element z € Z corresponding to a bipolar neutrosophic set
B. The negative membership degrees T (2),I"(Z), and F (Z) denote the truth membership, indeterminate
membership and false membership of an element z € Z to some implicit counter-property corresponding to a
bipolar neutrosophic set B. The lower and the upper approximations of B in the approximation (Z, R) denoted by
N(B) and N(B) are respectively defined as follows:

N(B)= << X, T&(B) (%), 1y (¥, Flyey (X), Taee) (X), Ingey (X), Fgey (X) >/2 G[X]R’X € Z>,

N(B)- <<XT+ OO TE OTE (0T (0T (T

) 0 Taie) 00 Tiige) 090 Ty gy 00 Ty gy 00 Tig g () > /26 [ xe Z>

Here, Tjy g (9 =rz <Xl T(2), 1iyg) 00 =A2 €[]r 17 (2), Fyg) (0 =z <lxr F(2),
Thugey )= 2ebr T(), ”\l(B) ) =rz€[x]g I'(2), Fnee) ) =r, elx]r F(2);
00 =v b T@) 15 00 v el 1°0), Figy 00 =, el P (),

Ty 00 =2 b T0) i 00 =V bl 1) g 09 =2l £

Here v and A denote “max” and “min’’ operators respectively, the positive membership degrees T*(z), 17(z), and
F*(z) denote respectively the degree of truth membership, indeterminate membership and falsity membership of
an element z € Z corresponding to a bipolar neutrosophic set B. The negative membership degrees T(z), 1(2),
and F(z) denote respectively the degrees of truth membership, indeterminate membership and falsity membership
of an element z € Z to some implicit counter-property corresponding to a bipolar neutrosophic set B. It is easy

to see that N(B)and N(B) are two rough bipolar neutrosophic sets in Z.

N(B) N(B) N(B)

Thus NS mappings N, N: N(Z) — N(Z) are, respectively, referred to as the lower and upper rough bipolar NS
approximation operators, and the pair (N(B), N(B)) is called the rough bipolar neutrosophic set in ( Z, R).

From the above definition, it is seen that N(B) and N(B) have constant membership on the equivalence classes
of Rif N(B)=N(B); i.e. T (X) :TN(B) (), Ine (X)ZIN(B) (), Fune (X):FN(B) x) VxeX
Example 3.1
Let X={X1, X2, X3}
<x4 {(0.50,0.30,0.10,-0.60, - 0.40, - 0.08), (0.60, 0.40, 0.20, — 0.50, - 0.30, - 0.12)} >
A=( <x, {(0.30,0.50,0.30,-0.40,-0.40, - 0.18),(0.60, 0.10, 0.20, - 0.30, - 0.30, - 0.10 )} >
<x31{(0.50,0.10,0.30, - 0.25,~0.15,-0.20),(0.40, 0.40,0.10, - 0.35, - 0.45, - 0.20 )} >

Example 3.2

Let Z = {P1, P, P3, P4, Ps, Ps, P7, Pg} be the universe of discourse. Let R be an equivalence relation, where its
partition of Z is given by

ZIR ={(P1, P4), (Pz, P3, Ps), (Ps), (P7, Ps)}

Let N(P) = {<P1(0.2, 0.3, 0.4, -0.4, -0.3, -0.1), P4(0.3, 0.5, 0.4, -0.3, -0.3, -0.2), P5(0.4, 0.6, 0.2, -0.1, -0.2, -0.2),
P7(0.1, 0.3, 0.5, -0.4, -0.5, -0.2)>} be a bipolar neutrosophic set of Z. Then from definition (2.6), we obtain
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N(P)= {<P1(0.2, 0.5, 0.4, -0.4, -0.3, -0.1), P4(0.2, 0.5, 0.4, -0.4, -0.3, -0.1), P5(0.4, 0.6, 0.2, -0.1, -0.2, -0.2)}.

N(P) = {<P1(0.3, 0.3, 0.4, -0.3, 0.3, -0.2), P4(0.3, 0.3, 0.4, -0.3, -0.3, -0.2), P5(0.4, 0.6, 0.2, -0.1, -0.2, -0.2), P+(0.1,
0.3, 0.5, -0.4, -0.5, -0.2), P5(0.1, 0.3, 0.5, -0.4, -0.5, -0.2)}.

Example 3.3

Let N(Q) ={<Q1(0.2,0.3,0.4,-0.4,-0.3,-0.1), Q4(0.2,0.3,0.4,-0.4,-0.3,-0.1), Q5(0.4, 0.6, 0.2, -0.1, -0.2, -0.2)>}
be a bipolar neutrosophic set of Z. Then we obtain lower approximation and upper approximation of N(Q) as
follows:

N(Q) = {< Q1(0.2,0.3,0.4, -0.4,-0.3, -0.1), Q4(0.2, 0.3, 0.4, -0.4, -0.3, -0.1), Qs(0.4, 0.6, 0.2, -0.1, -0.2, -0.2)}.
N(Q) = {< Q1(0.2,0.3,0.4, -0.4,-0.3, -0.1), Q4(0.2, 0.3, 0.4, -0.4, -0.3, -0.1), Qs5(0.4, 0.6, 0.2, -0.1, -0.2, -0.2) }.

Obviously, N(Q)= N(Q)

Definition 3.4 Containment
Let A= [N(P),N(P)] and B = [N(Q), N(Q)] be two rough bipolar neutrosophic sets. Then, AcB iff the following
conditions hold.

+ + + - - - -
Tu(p) () STﬁ(Q) (), IN(P) ()= Iﬁ(Q) (), Fﬂ(p) ()= Fﬁ(Q) (), TN(P) () ZTN(Q) (), Tu(p) (%) ZTN(Q) (x) and

T (x)sT'N(Q) x), for VxeZ.

Definition 3.5 Equality of two RBNS
Two rough bipolar neutrosophic sets [N(P), N(P)] and [N(Q), N(Q)] are equal if the following conditions hold.

+ _ + _ + _ - Jp— - Jp—
T 00=TE 0 00+ Ry 0= 00 Figey (O =F 0 (0 ooy (=T o) 00 Tiypy (00 =T, 00 and

T (X)=T'N(Q) (x), for VxeZ

Definition 3.6 Union
Let A = [N(S),N(S)] and B = [N(Q),N(Q)] be two rough bipolar neutrosophic sets. Then, AUBis defined as
follows:

@S) () +1x )
2
Ineg) )+ Iyiey (X)
min( Ty (%), Tiygo (). NG) - RO max( Fiys, (), Faygg) O
AUB(X) = for vx e Z
. . I+N(S) )+ I+N(Q) (x) pp— +
X TR *) T 2 MR 09 i) 0O

rﬁ(s) (x)+ rﬁ(Q) (x)

max( T&(S) (X)v T-&(Q) (X))v ’ mm( FJ&(S) (X)v F&(Q) (X))|

min( Ty (0. T= (X)),

N(Q) 5 »max( Fye) (). F o, ()

N(Q)

Example 3.4: Let X={x1, X2, X3}. Two rough bipolar neutrosophic sets A and B on X are
<x, {(0.50,0.30,0.10, - 0.60, - 0.40, - 0.08),(0.60, 0.40, 0.20, — 0.50, — 0.30, - 0.12)}

{(0.30,0.50,0.30, - 0.40, - 0.40, - 0.18),(0.60, 0.10, 0.20, — 0.30, - 0.30, - 0.10)}
{(0.50,0.10,0.30,- 0.25,— 0.15,— 0.20), (0.40,0.40,0.10, - 0.35,— 0.45,— 0.20)} >

>
A= ( <X, >
<X,
<x, {(0.60,0.40,0.20, - 0.70,- 0.50,— 0.18),(0.70,0.50,0.30, - 0.60, - 0.40,— 0.22)} >
B= { <x, {(0.40,0.60,0.40,—0.50, - 0.50,—0.28),(0.70,0.20,0.30, - 0.40, - 0.40, - 0.20)} >
<x, {(0.60,0.20,0.40, - 0.35,— 0.25, - 0.30),(0.50,0.50, 0.20, - 0.45,— 0.55,~ 0.30 )} >

http: // www.gjesrm.com © Global Journal of Engineering Science and Research Management
[75]



[Pramanik et al., 3(6): June, 2016] ISSN 2349-4506
Impact Factor: 2.545

J
7& Gilobal Journal of Engineering Science and Research Management
<x, {(0.60,0.35,0.10, - 0.70, - 0.45,— 0.08),(0.70,0.45,0.20, - 0.60, - 0.35,- 0.12)} >
Now AUB= ( <Xx, {(0.40,0.55,0.30,-0.50,— 0.45,— 0.18),(0.70,0.15,0.20, - 0.40, - 0.35,— 0.10)} >
x, {(0.60,0.15,0.30, - 0.35,— 0.20, - 0.20), (0.50, 0.45,0.10, — 0.45, - 0.50, — 0.20)} >

Definition 3.7: Intersection:
Let A = [N(S),N(S)] and B = [N(Q), N(Q)] be two rough bipolar neutrosophic sets. Then, ANB is defined as

1yes) () + 1 1 (X)
M T 00 Ty 00—y K iy 09, i) 00
Ies) ) + 1y gy (X) |
max( T_N(S)(X)’T_I\J(Q)(X))v S in( Py (00 Fy ) ()
ANB(X)= = B for vx e Z
) +1E_(x )
NGS)
mln(T+N(S)( )TL(Q)( )) > =2 max( F:;I(S)( ) Fltl(Q)( D
N )+ 1 (%)
max( T(s) (x),T‘N(Q) (x)), . N(Q) Jmin( Fyjs) (X),F'N(Q) (x))

Example 3.5
Let X={x1, X2, X3} Two rough bipolar neutrosophic sets A and B on X are
<x1 {(0.50,0.30,0.10, - 0.60, - 0.40,-0.08), (0.60, 0.40, 0.20, - 0.50, - 0.30, - 0.12)} >
A= ( <x, {(0.30,0.50,0.30, -0.40, - 0.40, - 0.18),(0.60, 0.10, 0.20, — 0.30, - 0.30, - 0.10)} >
<X, {(0.50,0.10,0.30,-0.25,-0.15, - 0.20),(0.40, 0.40, 0.10, - 0.35, - 0.45,— 0.20)} >

)
<x, {(0.60,0.40,0.20, - 0.70, - 0.50, - 0.18),(0.70,0.50, 0.30, - 0.60, — 0.40, — 0.22)} >
B= ( <x, {(0.40,0.60,0.40, - 0.50, - 0.50, - 0.28),(0.70,0.20,0.30, - 0.40, - 0.40, - 0.20)} >
<X, {(0.60,0.20,0.40, - 0.35,— 0.25,— 0.30),(0.50,0.50, 0.20, — 0.45, — 0.55, - 0.30)} >

<%, {(0.50,0.35,0.20, - 0.60, - 0.45, - 0.18),(0.60, 0.45, 0.30, - 0.50, - 0.35, - 0.22)} >
Now ANB= ( <x, {(0.30,0.55,0.40,-0.50, - 0.45,-0.18),(0.60,0.15,0.30, - 0.30, - 0.35,- 0.20 )} >
<X, {(0.50,0.15,0.40,-0.25,-0.20, - 0.30), (0.40, 0.45, 0.20, - 0.35, - 0.50, — 0.30 )} >

Definition 3.8: Complement

IfN(S) = [N(S), N(S)] is a rough bipolar neutrosophic set in (U, R), the complement of N(S) is the rough bipolar
neutrosophic set defined by

~N(S) = [N(S)®, N(S)°1where, N(S)®and N(S)° are the complements of bipolar neutrosophic sets.

N(S)= << X, 1-T{5) 00 1= 156 (%) 1= Fy ) 00 ~1=Tiys) 0 =1y q) (), ~1=Fiyq) () >/ 2 €[x]R X € z>,

N(S) = (<, 1-Tg g 001-Ti (1= Thg (0-1-T

N(S) N(S) x),=1-1=,_ (x ),—1—F'N(s)(x)>/ZE [X]R,XE Z>

N(S) N(S) N(S)

Example 3.6
Let X={x1, X2, X3}. A rough bipolar neutrosophic set A on X is
<x, {(0.50,0.30,0.10, - 0.60, - 0.40, - 0.08), (0.60, 0.40, 0.20, - 0.50, - 0.30, - 0.12)} >
A= ( <x, {(0.30,0.50,0.30, -0.40, - 0.40, - 0.18),(0.60, 0.10, 0.20, — 0.30, - 0.30, — 0.10)} >
<X, {(0.50,0.10,0.30,-0.25,~0.15, - 0.20),(0.40, 0.40, 0.10, - 0.35, - 0.45,~ 0.20)} >

then the complement of A is given as follows.
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<x, {(0.50,0.70,0.90, - 0.40, - 0.60, — 0.92), (0.40, 0.60, 0.80, — 0.50, - 0.70, - 0.88)} >
A°= { <x, {(0.70,0.50,0.70,-0.60, - 0.60, - 0.82),(0.40, 0.90, 0.80, - 0.70, - 0.70, - 0.90 )} >
<X, {(0.50,0.90,0.70,-0.75, - 0.85, - 0.80), (0.60, 0.60, 0.90, - 0.65, — 0.55, - 0.80 )} >

Definition 3.9
If N(S) and N(Q) are two rough bipolar neutrosophic sets in Z ,then we define the following:

I. N(S) = N(Q) if and only if N(S)=N(Q) and N(S)= N(Q)
I1. N(S) = N(Q) if and only if N(S)=N(Q) and N(S)c N(Q)
1. N(S) U N(Q) if and only if <N(S)UN(Q), N(S)UN(Q) >
IV. N(S) N N(Q) if and only if <N(S)NN(Q), N(S)N N(Q) >
V. N(S) + N(Q) if and only if <N(S)+N(Q), N(S)+ N(Q) >
V1. N(S).N(Q) if and only if <N(S).N(Q), N(S). N(Q) >

Proposition 3.1

If M, Q, S are rough bipolar neutrosophic sets in (Z, R), then the following propositions hold.
l.~M(~M) =M

1. N(M) = N(M)

1. <~ (N(M) UN(@Q) = ~ (N(V) N~ (N(Q)

IV. <= (N(M) NNQ) = ~ (N(M)) U~ (N(Q)

V. <~[NwU N@) =~ (N~ (N@)

V1. <~(N(M)N N@) =~ (NewyJu~(N@)

VII. MuQ=QuUM and MNQ=QM

VI Mu(QuS)=(MuQ)uS and MN(QNS)=(MNQ)NS

Proof of |
If N(M) = [N(M),N(M)] is a rough bipolar neutrosophic set in (U, R), the complement of N(P) is the rough
bipolar neutrosophic set defined as follows.

~N(M)= << X, 1=y 0 2= 1 00 1= Fliguny () =1= Ty 09 == Ty (¥): =1 Fypy 090 >/ e[x]g.x e Z>,

- N(M)= <<x 1T 0 (01T 00T (91T (-1 b 00, -1-Fy (0 >/ 2€ [, xe Z>

From this definition it is obvious that, ~M(~M) = M.

Proof of 11
The lower and the upper approximations of M in the approximation (Z, R) denoted by N(M) and N(M) are
respectively defined as follows:

N(M): << X, T-&(M) (X)v I&(M) (X), F&(M) (X), T_N(M) (X), I_N(M) (X), F_N(M) (X) >/z e[X]R X e Z>v

N(M)= <XT+ ) TE (), TE (), T (), T (X), T (x)>/ze[x]Rer>

N(M) N(M) Nevy X Ty Nevy 0 TRy
Where, T3,y (%) —n, elx]r T (2), oy ) = elx]r 17(2), F; Fhaow) ® =r, elX]r F*(2),
Ty 0 =z €Xlk T'@), Ty ) =72 €lxle 1(2), Fiyquy ) =r2 €[] F(2);
0)=vzelxlr T7(@) 15, 00 =v2elxlr 176), By 00 =v2el]r F (),

M =v, ek T@) 1= () =v,elx]r 11@) F=  (X)=v,e[x]g F(2).

N(M)

N(M) N(M) N(M)
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So, N(M)c N(m)

Proof of 111
Assume that x e ~(N(M) UN(Q))

=X e ~N(M)and x ¢ ~N(Q)

= X e ~(N(M)) N~ (N@Q)

= X e ~(N(M)) N~ (N(@Q)

= ~(N(M) UN@Q) < ~ (N(V)) N~ (N(Q)))
Similarly, ~(N(M) UN(Q)) = ~ (N(M)) N~ (N(Q)))
Hence, ~(N(M) UN(Q)) = ~ (N(M)) N~ (N(Q)))

Proof of 1V
Assume that X e ~(N(M) NN(Q))

=X e ~NM)orx € ~N(Q)

= X e ~(N(M)) U~ (NQ)

= X e ~(N(M)) U~(NQ)

= ~(N(M) NNQ) < ~ (N(V) U~ (NQ)))
Similarly, ~(N(M) NN(Q)) = ~ (N(M) U~ (N(Q)))
Hence, ~(N(M) NN(Q)) = ~((N(M)) U~ (N(Q)) )

Proof of V
Assume that x < ~ (N(M) UN(Q))

=X e ~N(M)and x e ~N(Q)

= x e ~[Nw) N~ (N@)

= x e ~(Nw)n-(N@©@)

= ~ (N UN@) < - (Now) n -~ (N@))
similarly, - (N(M) UN@Q) = - (Nowy) n - (N@)))
Hence, ~ (N(M) UN@) = ~ (Novy) n -~ (N@))

Proof of VI
Assume that X < ~ (N(M) N N(Q))

=X e ~N(M)orx e ~N(Q)

= x e - (N U-(N@©@)

= x e - (N U-(N@©@)

= ~ [N NN@) < - (Newy) U~ (N@))
similarly, ~ (N(M) NN@Q) = ~ (Novy) U~ (N@))
Hence, ~ (N(M) NN@) = - (Now)) U~ (N@))
Proofs of VII and VIII are obvious.

Proof of VII.
1%t part:
Assume that x € MuQthen, X e QUM

= MuQcQuUM
Again, considery e QuMthen,y e MuUQ
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= QuMcMUQ
= MuQoQuUM
Hence, MUQ=QuUM
2nd part:
Assume that x e M Qthen, x e QM
= MnQcQnM
Again, considery e QnMthen,y e MnQ
= QnMMcMNQ
= MnQ2QmM
Hence, MnQ=QM

Proof of VIII
1%t part:
Assume that X e MuU(QuS) then, x e (MUQ)US

= Mu(QuS)c(MuQ)uUS

Again, Assume thaty e (MuQ)uSthen,y e MU(QUS)
= MuU(QuS) o(MuQ)uS

Hence, Mu(QuS)=(MuUQ)US

2nd part:

Assume that X e M (QnS) then, X e (MNQ)NS

= MnNn( QNS <c(MNQ)NS

Again, Assume thaty e (MnQ)nSthen,y e M (QNS)
= MnN(QNS) 2(MNQ)NS

Hence, M (QNS)=(MNQ)NS

Proposition 3.2

I~ [N(P) U N(Q)1=(~ N(P) N (~N(Q))
I1.~ [N(P) N N(@Q)] = (= N(P)) U(=N(Q))
Proof of |

~[N(P) U N(Q)]

= ~ <N(P)UN(Q), N(P)UN(Q) >

= <~ (NP)NN@Q), ~(NP)NNQ)>

= (= N(P))N(=N(Q))

Proof of 11

~[N(P) N N(Q)]

= ~ <N(P)NN(Q), N(P)NN(Q) >

= <~ (N(PYUNQ), ~(N(P)UN(Q)>

= (= N(P)) U (=N(Q))

Proposition 3.3
If S and Q are two rough bipolar neutrosophic sets such that S Qimplies N(S) = N(Q) then,

I. NSUQ)=N(©S)UN(Q)

[1. N(SNQ)2N(S)NN(Q)

Proof of |

T&(SUQ) (x)= i”f[TerUQ) (x) J:vXe X
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= inflrmng(x),TJé(x)J:VXeX
> maxlinf TS (x),inf TH() JZVXEX
= maxlT&(S) (x), T&(Q) (x) J:v xe X

= T&(s) (x) UT&(Q) (X):¥xeX
Similarly,
I-&(SU Q) (x) < I-&(g) x)u I&(Q) X):VxeX
Frsug) ®) < Flig (UFy g ():VxeX
Tasug) ™) < T W UTyg) (0:¥xeX
Q) ) 2 1y (UIyq ()7 xeX
Fusug) *) 2 Fys) O UFyq) ():¥xeX
Thus, NSUQ)2N(S)UN(Q))
We can also see that, N(SUQ)=N(S)U N(Q)
Hence, N(SUQ)2N(©S)UN(Q)
Proof of 11
Thsng 0= SUplTan 9 () JZV xeU
= Suplmin Te(X), To(X) JIVXE U
2 min[SUpTg (X),sUpPTS (%) JIVXe U
=min [T&(s) (X), T&(Q) (x) JZV xeU
= T&(s) )N Tho (x):vxeU
Similarly,
Insno ) < g (N Ij (*):VxeU,
Frsng () < Fre) (O NFyg (X¥):VxeU,
Theng) (X) € T ()N T (X):Vxe U,
Insno) (X) 2 Ings) () N (X):VXxe U,
Frsnao) (X) = Fre) () NFng (X):Vxe U,
Thus, N(SNQ)2NE)NN(Q)
We can also see that N(SN Q)= N(S)NN(Q)
Hence, NSUQ)2N(ES)UN(Q).

CONCLUSIONS

In this paper we introduce the concept of rough bipolar neutrosophic set. We also study some properties on them
and prove some propaositions. The concept combines two different concepts namely, neutrosophic rough set and
bipolar neutrosophic set. While bipolar neutrosophic set theory is mainly concerned with, indeterminate and
inconsistent information, rough set theory is with incompleteness; but both the theories deal with imprecision. It
is clear that rough bipolar neutrosophic sets can be utilized for dealing with both of indeterminacy and
incompleteness.The proposed concept can be used in practical decision making roblem.
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