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Abstract

Deng entropy has been proposed to handle the uncertainty degree of belief

function in Dempster-Shafer framework very recently. In this paper, two new

belief entropies based on the frame of Deng entropy for hyper-power sets and

super-power sets are respectively proposed to measure the uncertainty degree

of more uncertain and more flexible information. Directly, the new entropies

based on the frame of Deng entropy in hyper-power sets and super-power

sets can be used in the application of DSmT.
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1. Introduction

Since firstly proposed by Clausius in 1865 for thermodynamics [1], various

types of entropies are presented, such as information entropy [2], Tsallis
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entropy [3, 4], nonadditive entropy [5]. Information entropy [2], derived from

the Boltzmann-Gibbs (BG) entropy [6] in thermodynamics and statistical

mechanics, has been an indicator to measures uncertainty which is associated

with the probability density function (PDF). Very recently, Deng entropy [7]

was proposed to measure the uncertainty degree of of belief function in the

frame of Dempster-Shafer evidence theory (DST). Some trying application of

Deng entropy for managing the conflict of belief function has been presented

[8].

Deng entropy roots in the classical DST with exclusive elements of the

frame of discernment, which hasn’t consider the situation in Dezert-Smarandache

Theory (DSmT), which is based on hyper-power sets. Hyper power set and

super power set consider more flexible relationship of the element, and there

are no exclusive constraint for the elements in hyper power set and super

power set, which can describe more uncertain information. In this paper, the

frame of Deng entropy in hyper-power sets and super-power sets is proposed

to measure the uncertainty degree of them, to be suitable for more uncertain

and more flexible information.

The paper is organized as follows. The preliminaries Dempster-Shafer

evidence theory and Deng entropy, DSmt, hyper power set and super power

set are briefly introduced in Section 2. Section 3 proposed the new belief

entropy base on the frame of Deng entropy for hyper power set and super

power set, and four examples are used to illustrate the difference of new belief

entropy among classical set, hyper power set and super powerset. Finally,

this paper is concluded in Section 4.
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Figure 1: Power-sets

2. Preliminaries

In this section, some preliminaries are briefly introduced.

2.1. Dempster-Shafer evidence theory

Dempster-Shafer theory (short for DST) is presented by Dempster and

Shafer [9, 10]. This theory is widely applied to uncertainty modeling [11, 12],

decision making [13, 14], information fusion [15] and uncertain information

processing [16]. Some basic concepts in D-S theory are introduced.

Let X be a set of mutually exclusive and collectively exhaustive events,

indicated by

X = {θ1, θ2, · · · , θi, · · · , θ|X|} (1)

where set X is called a frame of discernment, and the three exclusive and

exhaustive elements can be shown as Figure 1. The power set 2X
∆
= (X,∪)

of X is indicated by 2X , namely

2X = {∅, {θ1}, · · · , {θ|X|}, {θ1, θ2}, · · · , {θ1, θ2, · · · , θi}, · · · , X} (2)
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For a frame of discernment X = {θ1, θ2, · · · , θ|X|}, a mass function is a

mapping m from 2X to [0, 1], formally defined by:

m : 2X → [0, 1] (3)

which satisfies the following condition:

m(∅) = 0 and
∑
A∈2X

m(A) = 1 (4)

In DST, a mass function is also called a basic probability assignment

(BPA). Assume there are two BPAs indicated by m1 and m2, the Dempster’s

rule of combination is used to combine them as follows:

m(A) =


1

1−K
∑

B∩C=A

m1(B)m2(C) , A 6= ∅;

0 , A = ∅.
(5)

with

K =
∑

B∩C=∅

m1(B)m2(C) (6)

Note that the Dempster’s rule of combination is only applicable to such two

BPAs which satisfy the condition K < 1.

2.2. Hyper power sets

The hyper-power set DΘ ∆
= (Θ,∪,∩) is defined as the set of all proposi-

tions from Θ with ∩ and ∪ operators, such that:

(i) ∅, θ1, θ2, · · · , θn ∈ DΘ.

(ii) If A,B ∈ DΘ, then A ∩B ∈ DΘ and A ∪B ∈ DΘ.

(iii) No other elements belong to DΘ, except those obtained by using rules

(i) or (ii).
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Example 1. (1) In the degenerate case (n = 0) where Θ = {}, one has

DΘ =
{
α0

∆
= ∅
}

and |DΘ| = 1.

(2) When Θ = {θ1, θ2}, one has DΘ = {α0, α1, · · · , α4} and |DΘ| = 5

with α0
∆
= ∅, α1

∆
= θ1 ∩ θ2, α2

∆
= θ1, α3

∆
= θ2, and α4

∆
= θ1 ∪ θ2.

(3) When Θ = {θ1, θ2, θ3}, the relations of the elements θ1, θ2, θ3 can be

shown as Figure 2, the elements of DΘ = {α0, α1, · · · , α18} and |DΘ| = 19

are given by Table 1.

Table 1: Elements of DΘ={θ1,θ2,θ3}

α0
∆
= ∅

α1
∆
= θ1 ∩ θ2 ∩ θ3 α10

∆
= θ2

α2
∆
= θ1 ∩ θ2 α11

∆
= θ3

α3
∆
= θ1 ∩ θ3 α12

∆
= (θ1 ∩ θ2) ∪ θ3

α4
∆
= θ2 ∩ θ3 α13

∆
= (θ1 ∩ θ3) ∪ θ2

α5
∆
= (θ1 ∪ θ2) ∩ θ3 α14

∆
= (θ2 ∩ θ3) ∪ θ1

α6
∆
= (θ1 ∪ θ3) ∩ θ2 α15

∆
= θ1 ∪ θ2

α7
∆
= (θ2 ∪ θ3) ∩ θ1 α16

∆
= θ1 ∪ θ3

α8
∆
= (θ1 ∩ θ2) ∪ (θ1 ∩ θ3) ∪ (θ2 ∩ θ3) α17 = θ2 ∪ θ3

α9 = θ1 α18 = θ1 ∪ θ2 ∪ θ3

2.3. Super power sets

Super-power sets SΘ = (Θ,∪,∩, c (.)) is defined as the set of all composite

propositions/subsets built from elements of Θ with ∩, ∪ and c(.) operators

such that:
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Figure 2: Hyper-power sets

Figure 3: Super-power sets

(a) ∅, θ1, · · · , θn ∈ SΘ.

(b) If A,B ∈ SΘ, then A ∩B ∈ SΘ, A ∪B ∈ SΘ.

(c) If A ∈ SΘ, then c(A) ∈ SΘ.

(d) No other elements belongs to SΘ, except those obtained by using rules

(a), (b), and (c).

where c(.) is the operator of complementation, and three elements in

frame of discernment. When Θ = {θ1, θ2, θ3}, the relations of the elements

θ1, θ2, θ3 can be shown as Figure 3
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Example 2. Assume the frame Θ = {θ1, θ2}, and θ1∩θ2 6= ∅, then SΘ={θ1,θ2}

is given by

SΘ = {∅, θ1 ∩ θ2, θ1, θ2, θ1 ∪ θ2, c (∅) , c (θ1 ∩ θ2) , c (θ1) , c (θ2) , c (θ1 ∪ θ2)}

(7)

Since c (∅) = θ1 ∪ θ2 and c (θ1 ∪ θ2) = ∅, the super-power set is actually

given by

SΘ = {∅, θ1 ∩ θ2, θ1, θ2, θ1 ∪ θ2, c (θ1 ∩ θ2) , c (θ1) , c (θ2)} (8)

2.4. Relation of power set, hyper-power set, and super-power set

In order to emphasize the differences of the power set 2Θ, hyper-power set

DΘ, and super-power set SΘ. In this part, we briefly introduce the relation

of the power set 2Θ, hyper-power set DΘ, and super-power set SΘ as follows:

2Θ ⊆ DΘ ⊆ SΘ (9)

∣∣2Θ
∣∣ = 2|Θ| <

∣∣DΘ
∣∣ < ∣∣SΘ

∣∣ = 22|Θ|−1 (10)

Typically, Cardinalities of 2Θ, DΘ and SΘ is shown as Table 2

2.5. Dezert-Smarandache Theory

Dezert-Smarandache Theory [17], short for DSmT, is an a natural exten-

sion of the classical Dempster-Shafer Theory (DST) but includes fundamental

differences with the DST. DSmT allows to formally combine any types of in-

dependent sources of information represented in term of belief functions, but

is mainly focused on the fusion of uncertain, highly conflicting and imprecise

quantitative or qualitative sources of evidence [18, 19].
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Table 2: Cardinalities of 2Θ, DΘ and SΘ

|Θ| = n |2Θ| = 2n DΘ |SΘ| = |2Θref | = 22n−1

2 4 5 23 = 8

3 8 19 27 = 128

4 16 167 215 = 32768

5 32 7580 231 = 2147483648

Let Θ = {θ1, θ2, · · · , θn}, here Θ is the frame of discernment, which con-

tains n finite elements θi(i = 1, 2, · · · , n). In the free DSm model, denoted

Mf (Θ), comparing with DST, the elements θ ∈ Θ are not precisely defined

and separated, so that no refinement of Θ in a new larger set Θref of disjoint

elementary hypotheses is possible [19].

General belief and plausibility functions are defined by a mapping m (.) :

DΘ → [0, 1], when it satisfies

m (∅) = 0 and
∑
A∈DΘ

m (A) = 1 (11)

The general belief function and plausibility function are define as the

same manner within the DST respectively,

Bel (A) =
∑

B∈DΘ,B⊆A

m (B) (12)

Pl (A) =
∑

B∈DΘ,B∩A 6=∅

m (B) (13)
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Let Mf (Θ) be a free DSm model. The classical (free) DSm rule of com-

bination (denoted (DSmC) for short) for k ≥ 2 sources is given ∀A 6= ∅, and

A ∈ DΘ as follows:

mMf (Θ) (A) = [m1 ⊕ · · · ⊕mk] (A) =
∑

X1,··· ,Xk∈DΘ

X1∩···∩Xk=A

k∏
i=1

mi (Xi) (14)

2.6. Deng entropy

With the range of uncertainty mentioned above, Deng entropy [7] can be

presented as follows

Ed = −
∑
i

m(Fi) log
m(Fi)

2|Fi| − 1
(15)

where, Fi is a proposition in mass function m, and |Fi| is the cardinality

of Fi. As shown in the above definition, Deng entropy, formally, is similar

with the classical Shannon entropy, but the belief for each proposition Fi is

divided by a term (2|Fi| − 1) which represents the potential number of states

in Fi (of course, the empty set is not included).

Specially, Deng entropy can definitely degenerate to the Shannon entropy

if the belief is only assigned to single elements. Namely,

Ed = −
∑
i

m(θi) log
m(θi)

2|θi| − 1
= −

∑
i

m(θi) logm(θi)

In this section 3, the generalization of Deng entropy in hyper-power sets

and super-power sets are denoted in definition 3.2 and definition 3.1.

3. Deng entropy in hyper-power sets and super-power sets

Firstly, the definition of the generalized entropy is described as follow
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Figure 4: Two exclusively focal elements

3.1. Deng entropy in hyper-power set

Definition 3.1. Assume Fi is the focal element and m(Fi) is the basic prob-

ability assignment for Fi, then the possible generalization of Deng entropy in

hyper-power set can be defined as Hh

Hh = −
∑
i

m (Fi) log

(
m (Fi)

|DFi | − 1

)
(16)

where i = 1, 2, ...,
∣∣DX

∣∣− 1 (X is the scale of the frame of discernment),

DX is Dedekind’s lattice.

Example 3. Assume the frame Θ = {θ1, θ2}, θ1 ∩ θ2 = ∅, and m1 (θ1) =

m1 (θ2) = m1 (θ1 ∪ θ2) = 1
3
, just as Figure 4, then DΘ={θ1,θ2} is given by

DΘ = {∅, θ1 ∩ θ2, θ1, θ2, θ1 ∪ θ2} (17)

For θ1 ∩ θ2 = ∅, the super-power set is simplified as

DΘ = {∅, θ1, θ2, θ1 ∪ θ2} (18)
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m1 (θ1) = 1/3 (19)

m1 (θ2) = 1/3 (20)

m1 (θ1 ∪ θ2) = 1/3 (21)

Hh(m1) = −
∑
i

m (Fi) log

(
m(Fi)

|DFi |−1

)
= −1

3
· log2

(1/3
1

)
− 1

3
· log2

(1/3
1

)
− 1

3
· log2

(1/3
4

)
= 2.2516

D(m1) = −
∑
i

m (Fi) log
(
m(Fi)

2|Fi|−1

)
= −1

3
· log2

(1/3
1

)
− 1

3
· log2

(1/3
1

)
− 1

3
· log2

(1/3
3

)
= 1.5850

Hence,

Hh (m1) > D (m1) (22)

Example 4. Assume the frame Θ = {θ1, θ2}, θ1 ∩ θ2 6= ∅, and m1 (θ1) =

m1 (θ2) = m1 (θ1 ∪ θ2) = m1 (θ1 ∩ θ2) = 1
4
, just as Figure 5, then DΘ={θ1,θ2}

is given by

DΘ = {∅, θ1 ∩ θ2, θ1, θ2, θ1 ∪ θ2} (23)
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Figure 5: Two focal elements with intersection

m2 (θ1) = 1/4 (24)

m2 (θ2) = 1/4 (25)

m2 (θ1 ∪ θ2) = 1/4 (26)

m2 (θ1 ∩ θ2) = 1/4 (27)

Hh(m2) = −
∑
i

m (Fi) log

(
m(Fi)

|DFi |−1

)
= −1

4
· log2

(1/4
1

)
− 1

4
· log2

(1/4
1

)
− 1

4
· log2

(1/4
4

)
− 1

4
· log2

(1/4
4

)
= 3

Here, we can not get the entropy of m1 with the Deng entropy by Eq. (15)

for the elements are not exclusive.

3.2. Deng entropy in super-power set

Definition 3.2. Assume Fi is the focal element and m(Fi) is the basic prob-

ability assignment for Fi, then the possible generalization of Deng entropy in
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super-power set can be defined as Hs

Hs = −
∑
i

m (Fi) log

(
m (Fi)

22|Fi|−1 − 1

)
(28)

where i = 1, 2, ..., 22|X|−1 − 1 (X is the scale of the frame of discernment).

Example 5. Assume the frame Θ = {θ1, θ2}, θ1 ∩ θ2 = ∅, and m3 (θ1) =

m3 (θ2) = m3 (θ1 ∪ θ2) = 1
3
, just as Figure 4, then SΘ={θ1,θ2} is given by

SΘ = {∅, θ1 ∩ θ2, θ1, θ2, θ1 ∪ θ2, c (∅) , c (θ1 ∩ θ2) , c (θ1) , c (θ2) , c (θ1 ∪ θ2)}

(29)

Since c (∅) = θ1 ∪ θ2 and c (θ1 ∪ θ2) = ∅, the super-power set is actually

given by

SΘ = {∅, θ1 ∩ θ2, θ1, θ2, θ1 ∪ θ2, c (θ1 ∩ θ2) , c (θ1) , c (θ2)} (30)

For θ1 ∩ θ2 = ∅, c (θ1 ∩ θ2) = θ1 ∪ θ2, c (θ1) = θ2, and c (θ2) = θ1, the

super-power set is simplified as

SΘ = {∅, θ1, θ2, θ1 ∪ θ2} (31)

m3 (θ1) = 1/3 (32)

m3 (θ2) = 1/3 (33)

m3 (θ1 ∪ θ2) = 1/3 (34)
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Hs(m3) = −
∑
i

m (Fi) log

(
m(Fi)

22|Fi|−1−1

)
= −1

3
· log2

(1/3
1

)
− 1

3
· log2

(1/3
1

)
− 1

3
· log2

(1/3
7

)
= 2.5207

D(m3) = −
∑
i

m (Fi) log
(
m(Fi)

2|Fi|−1

)
= −1

3
· log2

(1/3
1

)
− 1

3
· log2

(1/3
1

)
− 1

3
· log2

(1/3
3

)
= 1.5850

Hence

Hs (m3) > D (m3) (35)

Example 6. Assume the frame Θ = {θ1, θ2}, θ1 ∩ θ2 6= ∅, and m4 (θ1) =

m4 (θ2) = 1
7
, m4 (θ1 ∪ θ2) = m4 (θ1 ∩ θ2) = 1

7
, m4 (c(θ1)) = m4 (c(θ2)) =

m4 (c(θ1 ∩ θ2)) = 1
7

just as Figure 5, then SΘ={θ1,θ2} is given by

SΘ = {∅, θ1 ∩ θ2, θ1, θ2, θ1 ∪ θ2, c (∅) , c (θ1 ∩ θ2) , c (θ1) , c (θ2) , c (θ1 ∪ θ2)}

(36)

Since c (∅) = θ1 ∪ θ2 and c (θ1 ∪ θ2) = ∅, the super-power set is actually

given by

SΘ = {∅, θ1 ∩ θ2, θ1, θ2, θ1 ∪ θ2, c (θ1 ∩ θ2) , c (θ1) , c (θ2)} (37)

m4 (θ1) = m4 (θ2) =
1

7
(38)

m4 (θ1 ∪ θ2) = m4 (θ1 ∩ θ2) =
1

7
(39)

m4 (c(θ1)) = m4 (c(θ2)) = m4 (c(θ1 ∩ θ2)) =
1

7
(40)
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Hs = −
∑
i

m (Fi) log

(
m(Fi)

22|Fi|−1−1

)
= −1

7
· log2

(1/7
1

)
− 1

7
· log2

(1/7
1

)
−1

7
· log2

( 1/7
222−1−1

)
− 1

7
· log2

( 1/7
222−1−1

)
−1

7
· log2

(1/7
1

)
− 1

7
· log2

(1/7
1

)
−1

7
· log2

( 1/7
222−1−1

)
= 4.0105

4. Conclusion

Hyper power set and super power set consider more flexible relationship

of the element, and there are no exclusive constraint for the elements in

hyper power set and super power set, which can describe more uncertain

information. In this paper, the frame of Deng entropy in hyper-power sets

and super-power sets is proposed to measure the uncertainty degree of them,

to be suitable for more uncertain and more flexible information.
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