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Abstract 

In this paper we have adapted Singh and Shukla (1987) estimator in systematic 

sampling using auxiliary information in the presence of non-response. The properties of the 

suggested family have been discussed. Expressions for the bias and mean square error (MSE) 

of the suggested family have been derived. The comparative study of the optimum estimator 

of the family with ratio, product, dual to ratio and sample mean estimators in systematic 

sampling under non-response has also been done. One numerical illustration is carried out to 

verify the theoretical results.  

Keywords:  Auxiliary variable, systematic sampling, factor-type estimator, mean square 

error, non-response. 
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1. Introduction 

There are some natural populations like forests etc., where it is not possible to apply 

easily the simple random sampling or other sampling schemes for estimating the population 

characteristics. In such situations, one can easily implement the method of systematic 

sampling for selecting a sample from the population. In this sampling scheme, only the first 

unit is selected at random, the rest being automatically selected according to a predetermined 

pattern. Systematic sampling has been considered in detail by Madow and Madow (1944), 

Cochran (1946) and Lahiri (1954). The application of systematic sampling to forest surveys 

has been illustrated by Hasel (1942), Finney (1948) and Nair and Bhargava (1951).  

The use of auxiliary information has been permeated the important role to improve 

the efficiency of the estimators in systematic sampling. Kushwaha and Singh (1989) 

suggested a class of almost unbiased ratio and product type estimators for estimating the 

population mean using jack-knife technique initiated by Quenouille (1956). Later Banarasi et 

al. (1993), Singh and Singh (1998), Singh et al. (2012), Singh et al. (2012)  and Singh and 

Solanki (2012) have made an attempt to improve the estimators of population mean using 

auxiliary information in systematic sampling. 

The problem of non-response is very common in surveys and consequently the 

estimators may produce bias results. Hansen and Hurwitz (1946) considered the problem of 

estimation of population mean under non-response. They proposed a sampling plan that 

involves taking a subsample of non-respondents after the first mail attempt and then 

enumerating the subsample by personal interview. El-Badry (1956) extended Hansen and 

Hurwitz (1946) technique. Hansen and Hurwitz (1946) technique in simple random sampling 

is described as: From a population U = (U1, U2, ---, UN), a large first phase sample of size n’ 

is selected by simple random sampling without replacement (SRSWOR). A smaller second 

phase sample of size n is selected from n’ by SRSWOR. Non-response occurs on the second 

phase of size n in which n1 units respond and n2 units do not. From the n2 non-respondents, 

by SRSWOR a sample of r = n2/ k; k > 1units is selected. It is assumed that all the r units 

respond this time round.  (see Singh and Kumar (20009)).  Several authors such as Cochran 

(1977), Sodipo and Obisesan (2007), Rao (1987), Khare and Srivastava ( 1997) and Okafor 

and Lee (2000) have studied the problem of non-response under SRS. 
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In the sequence of improving the estimator, Singh and Shukla (1987) proposed a 

family of factor-type estimators for estimating the population mean in simple random 

sampling using an auxiliary variable, as  

( )
( ) 









++
++=

xCXfBA

xfBXCA
yTα        (1.1) 

where y  and x are the sample means of the population means Y  and X  respectively. A , 

B and C are the functions ofα , which is a scalar and chosen so as the MSE of the estimator 

Tα is minimum. 

Where, 

( )( )21 −−= ααA , ( )( )41 −−= ααB , 

( )( )( )432 −−−= αααC ; 0>α  and  

N

n
f = . 

Remark 1 : If we take α = 1, 2, 3 and 4, the resulting estimators will be ratio, product, dual 

to ratio and sample mean estimators of population mean in simple random sampling 

respectively (for details see Singh and Shukla (1987) ). 

In this paper, we have proposed a family of factor-type estimators for estimating the 

population mean in systematic sampling in the presence of non-response adapting Singh and 

Shukla (1987) estimator. The properties of the proposed family have been discussed with the 

help of empirical study.  

2. Sampling Strategy and Estimation Procedure 

Let us assume that a population consists of N units numbered from 1 to N  in some 

order. If nkN = , where k  is a positive integer, then there will be k  possible samples each 

consisting of  n  units. We select a sample at random and collect the information from the 

units of the selected sample. Let 1n  units in the sample responded and 2n units did not 

respond, so that nnn =+ 21 . The 1n  units may be regarded as a sample from the response 

class and 2n  units as a sample from the non-response class belonging to the population. Let 

us assume that 1N  and 2N  be the number of units in the response class and non-response 
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class respectively in the population. Obviously, 1N  and 2N  are not known but their unbiased 

estimates can be obtained from the sample as 

nNnN /ˆ
11 = ; nNnN /ˆ

22 = . 

Further, using Hansen and Hurwitz (1946) technique we select a sub-sample of size 

2h  from the 2n  non-respondent units such that Lhn 22 =  ( 1>L ) and gather the information 

on all the units selected in the sub-sample (for details on Hansen and Hurwitz (1946) 

technique see Singh and Kumar (2009)). 

Let Y  and X  be the study and auxiliary variables with respective population means 

Y  and X . Let ( )ijij xy  be the observation on the thj  unit in the thi systematic sample under 

study (auxiliary) variable ( njki ...1:...1 == ).Let us consider the situation in which non-

response is observed on study variable and auxiliary variable is free from non-response. The 

Hansen-Hurwitz (1946) estimator of population mean Y  and sample mean estimator of X  

based on a systematic sample of size n , are respectively given by  

n

ynyn
y hn 2211* +

=  

and 
=

=
n

j
ijx

n
x

1

1
 

where 1ny  and 
2hy  are respectively the means based on 1n  respondent units and 2h  non-

respondent units. Obviously, 
*

y  and x  are unbiased estimators of Y  and X respectively. The 

respective variances of 
*

y  and x  are expressed as 

( ) ( ){ } 2
22

2* 1
11

1
YYY SW

n

L
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nN

N
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−+−+−= ρ      (2.1) 

and 

( )xV  = ( ){ } 211
1

XX Sn
nN

N ρ−+−
         (2.2) 
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where Yρ  and Xρ are the correlation coefficients between a pair of units within the 

systematic sample for the study and auxiliary variables respectively. 2
YS  and 2

XS  are 

respectively the mean squares of the entire group for study and auxiliary variables. 2
2YS  be the 

population mean square of non-response group under study variable and 2W  is the non-

response rate in the population. 

Assuming population mean  X  of auxiliary variable is known, the usual ratio, 

product and dual to ratio estimators based on a systematic sample under non-response are 

respectively given by 

                            
*

Ry  = X
x

y
*

,           (2.3)                                   

                            
*

Py  = 
X

xy
*

          (2.4)   

and                      
*

Dy = 
( )
( )XnN

xnXN
y

−
−*

.                                                              (2.5) 

Obviously, all the above estimators
*

Ry , 
*

Py  and 
*

Dy   are biased. To derive the biases 

and mean square errors (MSE) of the estimators
*

Ry , 
*

Py  and 
*

Dy  under large sample 

approximation, let 

*
y = ( )01 eY +  

x  = ( )11 eX +  

such that ( )0eE  = ( )1eE  = 0, 
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and  
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( )10eeE  = 
( )
XY

xyCov ,
*

 = ( ){ } ( ){ } XYXY CCnn
nN

N ρρρ 2
1

2
1

1111
1 −+−+−

          (2.8) 

where YC and XC  are the coefficients of variation of study and auxiliary variables 

respectively in the population (for proof see Singh and Singh(1998) and Singh (2003,   pg. 

no. 138) ).  

The biases and MSE’s of the estimators 
*

Ry  ,  
*

Py  and    
*

Dy  up to the first order of 

approximation  using (2.6-2.8), are respectively given by 
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1
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,         (2.9)                                 

( )*

RyMSE  = ( ){ } ( )[ ]2*2*2
2111

1 2

XYX CKCnY
nN

N ρρρ −+−+−
 + 2

22

1
YSW

n

L −
,     (2.10) 
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where, 

*ρ  = ( ){ }
( ){ } 2

1

2
1

11
11

X

Y

n
n

ρ
ρ

−+
−+   and 

X

Y

C

C
K ρ= . 

( for details of proof refer to Singh et al.(2012)). 

The regression estimator based on a systematic sample under non-response is given by 
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MSE of the estimator  *
lry  is given by 

)y(MSE *
lr = ( ){ }[ ] 2*2222

11
1 ρρ XYX CKCnY

nN
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 + 

( ) 2
22

1
YSW

n

L −
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3. Adapted  Family of Estimators  

Adapting the estimator proposed by Singh and Shukla (1987), a family of factor-type 

estimators of population mean in systematic sampling under non-response is written as       

( )
( ) 









++
++=

xCXfBA

xfBXCA
yT

**
α .         (3.1) 

The constants A, B, C, and f  are same as defined in (1.1).   

It can easily be seen that the proposed family generates the non-response versions of 

some well known estimators of population mean in systematic sampling on putting different 

choices ofα . For example, if we take α = 1, 2, 3 and 4, the resulting estimators will be ratio, 

product, dual to ratio and sample mean estimators of population mean in systematic sampling 

under non-response respectively. 

3.1  Properties of  *
αT  

Obviously, the proposed family is biased for the population meanY . In order to find 

the bias and MSE of *
αT , we use large sample approximations. Expressing the equation (3.1) 

in terms of ie ’s ( )1,0=i  we have 

( )( ) ( ) ( )[ ]
CfBA

efBCADeeY
T

++
+++++

=
−

1
1

10* 111
α     (3.2) 

where   .
CfBA

C
D

++
=  

Since 1<D  and 1<ie ,  neglecting the terms of ie ’s ( )1,0=i  having power greater 

than two, the equation (3.2) can be written as 
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Taking expectation of both sides of the equation (3.3), we get  
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 and ( )αφ2  = 

CfBA

C

++
 then 

( )αφ  = ( )αφ2  - ( )αφ1  = 
CfBA

fBC

++
−

. 

Thus, we have 

[ ]YTE −*
α  = ( ) ( ) ( ) ( )[ ]10

2
12 eeEeEY −αφαφ .     (3.4) 

Putting the values of ( )2
1eE  and ( )10eeE  from equations (2.7) and (2.8) into the 

equation (3.4), we get the bias of *
αT  as 

( )*
αTB  = ( ) ( ){ } ( )[ ] 2*

211
1

XX CKnY
nN

N ραφραφ −−+−
.   (3.5) 

Squaring both the sides of the equation (3.3) and then taking expectation, we get  

[ ]2* YTE −α  = ( ) ( ) ( ) ( ) ( )[ ]10
2
1

22
0

2
2 eeEeEeEY αφαφ −+ .   (3.6) 

Substituting the values of ( )2
0eE , ( )2

1eE  and ( )10eeE  from the respective equations 

(2.6), (2.7) and (2.8) into the equation (3.6), we get the MSE of *
αT  as 

( )*
αTMSE  = ( ){ } ( ) ( ){ }[ ]2*22*2
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1 2
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                     + 
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3.2  Optimum Choice of α  

In order to obtain the optimum choice of α , we differentiate the equation (3.7) with 

respect to α  and equating the derivative to zero, we get the normal equation as 

( ){ } ( ) ( ) ( )[ ] 2*2
2211

1
XX CKnY

nN

N ραφαφαφρ ′−′−+−
 = 0   (3.8) 

where ( )αφ′  is the first derivative of  ( )αφ  with respect to α . 

Now from equation (3.8), we get  

( )αφ  = K*ρ          (3.9) 

which is the cubic equation inα . Thus α  has three real roots for which the MSE of proposed 

family would attain its minimum. 

Putting the value of ( )αφ  from equation (3.9) into equation (3.7), we get 

( )min
*

αTMSE = ( ){ }[ ] 2*2222
11

1 ρρ XYX CKCnY
nN

N −−+−
 + 

( ) 2
22

1
YSW

n

L −
  (3.10) 

which is the MSE of the usual regression estimator of population mean in systematic 

sampling under non-response. 

4.  Empirical Study 

In the support of theoretical results, we have considered the data given in Murthy 

(1967, p. 131-132). These data are related to the length and timber volume for ten blocks of 

the blacks mountain experimental forest. The value of intraclass correlation coefficients 

Xρ and Yρ  have been given approximately equal by Murthy (1967, p. 149) and Kushwaha 

and Singh (1989) for the systematic sample of size 16 by enumerating all possible systematic 

samples after arranging the data in ascending order of strip length. The particulars of the 

population are given below: 

N = 176,       n = 16,       Y = 282.6136,        X = 6.9943, 

2
YS = 24114.6700,         2

XS = 8.7600,           ρ = 0.8710, 
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2
2YS  = 

4

3 2
YS  = 18086.0025. 

  Table 1 depicts the MSE’s and variance of the estimators of proposed family with 

respect to non-response rate ( 2W ). 

Table 1:   MSE and Variance of the Estimators for L = 2. 

α  
2W  

0.1 0.2 0.3 0.4 

1 (=
*

Ry ) 371.37 484.41 597.45 710.48 

2 (=
*

Py ) 1908.81 2021.85 2134.89 2247.93 

3(=
*

Dy ) 1063.22 1176.26 1289.30 1402.33 

4(=
*

y ) 1140.69 1253.13 1366.17 1479.205 

))(( min
*

αα Topt =  270.67 383.71 496.75 609.78 

 

5.  Conclusion  

In this paper, we have adapted Singh and Shukla (1987) estimator in systematic 

sampling in the presence of non-response using an auxiliary variable and obtained the 

optimum estimator of the proposed family. It is observed that the proposed family can 

generate the non-response versions of a number of estimators of population mean in 

systematic sampling on different choice ofα . From Table 1, we observe that the proposed 

family under optimum condition has minimum MSE, which is equal to the MSE of the 

regression estimator (most of the class of estimators in sampling literature under optimum 

condition attains MSE equal to the MSE of the regression estimator). It is also seen that the 

MSE or variance of the estimators increases with increase in non response rate in the 

population.  
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