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Abstract
Mainstream computable general equilibrium analysis developed out of Lief Johansen's regional 
economic analysis based on the simultaneous settlement of commodity markets in quantity and 
price. The work of John von Neumann, Paul Samuelson, Wassily Leontief, Anne Carter, Michael
Farrell and Thijs ten Raa has combined in an alternative bottom-up Integrated Assessment 
Model, which embodies Johansen attributes while exploiting the unique property of models 
having regions that trade and adjust to evolving natural advantages and environmental 
constraints through regional industry specialization. Such specialization has recently become a 
major focus in many nations seeking competitive niche business models in intermediate 
products and capital goods, which today comprise 70 per cent of the global supply chain. This 
research demonstrates a non-monetary or policy application of the Doctrine of Balanced Growth
operates to equalize consumption growth at the policy nexus of international free-trade 
agreements and specialization of regional industry segments.  Our knowledge of domestic 
industry policy and international trade policy is advanced by this demonstration that model 
results conform with a non-monetary Doctrine of Balanced Growth. This study is based on 2007 
year data from the Global Trade Analysis Project.

Keywords
doctrine of balanced growth, integrated assessment model, computable general equilibrium, 
intertemporal optimization, dynamic optimization, optimal control, macroeconomics, growth, 
environmental constraint, industry specialization

1. Introduction
The Doctrine of Balanced Growth has been widely discussed in the areas of economic growth, 
public finance and international trade. Lief Johansen's investigations led him to develop the first 
comprehensive Computable General Equilibrium (CGE) model to investigate monetary 
applications of the Doctrine. The research in this paper investigates the non-monetary or policy 
application of the Doctrine of Balanced Growth. The Motivation introduces the research 
question, background to the monetary Doctrine of Balanced Growth and policy utility functions 
based on Normative Ethical Theories. Data sources for the Integrated Assessment Models 
(IAM) are discussed. Important Identification Strategy elements include the structure of the IAM 
and in particular commodity prices, inherent Cobb-Douglas Production Function, and the 
specific IAM used, which is the Spatial Climate Economic Policy Tool for Regional Equilibria. 
Computational strategy is an important part of Identification so an illustrative toy problem is used
to evaluate Direct and Indirect techniques to evaluate the optimal controls that often occur in 
economic and engineering applications. Results of the IAM Computational Strategy are 
presented. Results of the investigation into the research question using the IAM and the 
Computational Strategy are presented and discussed. 
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2. Motivation

2.1 Research Question
This empirical investigation was motivated by Lief Johansen’s investigation into the Doctrine of 
Balanced Growth as a convenient point of policy intervention to stimulate economic growth 
(Johansen, 1974);  the modern trend towards free trade agreements; and the pressing need for 
nations to establish competitive niches in global supply chains for intermediate and capital 
goods and services.

This research uses Integrated Assessment Modeling (IAM) to evaluate the Doctrine of Balanced
Growth at the nexus between domestic industry policy and international trade policy.

The IAM is applied to address the research question of whether balanced regional consumption 
growth emerges where regions with diverse production functions freely trade in the presence of 
deficit and geophysical constraints, Total Factor Productivity growth and harmonious policies for 
international trade relations, analogous to competition with cautious trust in infinite games 
(Ricardo, 1817).  

Three regions are modeled: the North America Free Trade Association (NAFTA), the original 25 
country European Union (EU25) and the Rest of the World (ROW). The Rest of World sector, 
which is comparatively underdeveloped compared to the NAFTA and EU25 regions, enjoys the 
same growth path as the developed regions.

The key finding is that free trade with balanced trust strategies in international trade brings 
similar or balanced consumption growth to each of the trading regions. In addition, regional 
industries specialize through trade opportunities, which is necessarily constrained by limits to 
regional trade deficits.

With the research question is answered in the affirmative, the non-monetary Doctrine of 
Balanced Growth can be promoted as a policy to maximize the balanced economic growth of 
the participant trading regions in the presence of free trade.

The modeling in this research helps clarify three unusual aspects of the Doctrine of Balanced 
Growth. The first aspect is the contrast between the underlying concept of the Doctrine of 
Balanced Growth and its observed application. The Doctrine of Balanced Growth was first 
proposed for isolated underdeveloped countries with low purchasing power (Nurkse, 1966). 
However the large public debt implications have deterred policy makers in these countries from 
attempting to implement it.

Conversely, while the economic non-Keynesian basis of the Doctrine of Balanced Growth 
remains contentious, developed countries have routinely applied industry assistance 
interventions such as investment allowances during cyclical downturns in to stimulate idle 
production capacity, employment and consumer demand (Misra and Puri, 2012).
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The second aspect of the Doctrine of Balanced Growth is that it refers to broad policy 
intervention across industry sectors to stimulate growth in production. In regard to consumption, 
the implicit direction of causality is analogous to Say's law, that production creates its own 
consumption (Say, 1803). Increased output across the network of intermediate production is 
seen as catalyzing increased labor demand and ultimately consumption. However, an isolated 
economy producers lack the ability to utilize new found productivity to capitalize on advantages 
for export markets. For the same level of output, targeted investment in Total Factor Productivity
may reduce intermediate commodities and factors such as assets and labor. In addition, capital 
may substitute for labor in production functions. Policy makers have long recognized that a 
naive implementation of the Doctrine of Balanced Growth in an isolated underdeveloped 
economy may be counter productive (Johansen, 1974).

The third aspect of the Doctrine of Balanced Growth is that the productive sector remains a 
convenient point for stimulatory policy intervention. It is also harmonious with a capitalist world 
view and early general equilibrium models were generally underpinned by the perspective of 
producers' profit maximization (Johansen, 1974). In contrast, modern approaches to general 
equilibrium maximize consumption utility, which reflects the social mandate. In practice, it is 
often as convenient for policy makers to directly stimulate consumption (e.g. “cash for clunkers”)
as it is to stimulate production.

This research extends a single economy approach (Raa, 2005) into a multiregional trading 
model that is intertemporal and constrained, where producers are able to develop 
specializations through productivity and restructuring that capitalize on natural advantages. The 
main issues to be covered and discussed are the relationship between the theoretical 
framework of an IAM based on multiregional computable general equilibrium and models in the 
tradition of Johansen; multi-objective utility functions suitable for cautious trust strategy games 
in international trade relations; and the optimization of intertemporal optimal control functions 
across the underlying dynamic systems in the presence of trade deficit and priced-
environmental geophysical feedback constraints, and Total Factor Productivity growth.

This modeling research complements the research topic of future national business models in 
intermediate products and capital goods, which comprise approximately 70 per cent of the 
global supply chain. This has recently become a major focus in many nations seeking 
sustainable wealth creation and employment in structurally weak economies characterized by 
scarce investment opportunities, perhaps notwithstanding an excess of savings (Bernanke, 
2005).

Addressing the research question is important for understanding the structure of modeling 
constrained multiregional policies; setting new directions in the evolution of IAMs in climate 
change modeling; and for establishing new functional optimal controls computation techniques 
for policy modeling.

The main result of this research is that a virtuous path of balanced consumption growth is 
present in both advanced and developing economies, which are diverse trading economies with 
unique production and adaptation properties. This is a practical demonstration of the Doctrine of
Balanced Growth in international trade. It highlights that international policies that promote trade
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can deliver high growth although regions will need to be proactive in pursing industry 
specialization and vigilant in the sharing the mutual benefits of industry specialization in various 
regions.

2.2 The Doctrine of Balanced Growth
Johansen was focused on the “basic complementarity” between different industry sectors in a 
single well-developed market economy, observing that one of the main areas for simultaneous 
consideration of all production sectors was in policies for balanced economic growth (Johansen,
1974, pp. 5–8).

The Doctrine of Balanced Growth, which was originally proposed for underdeveloped countries, 
hypothesizes that significant government investment in production productivity, both widely and 
simultaneously in many industries and sectors, to expand consumer purchasing power and 
overall market demand and attract private investment can convert a cycle of poverty into a 
virtuous circle of economic growth (Nurkse, 1966, p. 163; Srinivasan, 1988, p. 882).

There has always been abundant empirical support for the Doctrine of Balanced Growth in 
terms of simultaneous positive trends in production, consumption and investment (Klein and 
Kosobud, 1961). Traditional tests for the Doctrine of Balanced Growth have assumed that it 
necessarily requires constancy or stationarity in the great ratios of consumption and investment 
to production (Kaldor, 1961), although not necessarily in the ratio of savings to investment 
(Kuznets, 1942). Initially stationarity in the great ratios was shown in the UK (Mills, 2001) but not
for other industrialized countries (USA (Klein and Kosobud, 1961), Canada (Serletis, 1994), 
Australia (Kunst and Neusser, 1990), China (Li and Daly, 2009) and OECD and G7 countries 
(Harvey et al., 2003; Serletis and Krichel, 1995)). However, stationarity was determined for the 
USA (Attfield and Temple, 2010) after taking into account mean shifts in the economy due to 
changes in underlying structure. 

These studies regarded government intervention as being monetary stimulation. This research 
provides a major point of difference with earlier investigations in considering the non-monetary 
application of the Doctrine of Balanced Growth. This is policy intervention through multiregional 
free trade agreements at an international level with the Ricardian (Ricardo, 1817) aim of building
the prosperity of all regions.  It also overcomes the apparent anomaly in analyzing the Doctrine 
of Balanced Growth using a free-market neoclassical growth model where governments have 
little opportunity to play a significant role in the growth process.

2.3 Policy Utility Functions
Johansen's model and the Doctrine of Balanced Growth each sought to maximize producers' 
profit and in doing so increase consumers' welfare. However, policy makers subsequently 
became more interested in directly maximizing consumers' welfare while interpreting consumer 
behavior and the path of consumption (Barro and Sala-i-Martin, 2003; Cass, 1965; Koopmans, 
1965; Ramsey, 1928). Johansen compared his multisector model with a hybrid intertemporal 
model (Kendrick and Taylor, 1969) that used optimization to maximize consumers' utility 
(Johansen, 1974, pp. 180–1). He concluded that the optimization framework replaced many of 
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the consumer, producer and capital stock behavioral equations introduced in his own model and
that consumption growth would follow the demand functions corresponding to the utility function.

A stationary maximum in analytical analysis and “optimize then discretize” strategies requires 
the consumer utility function to be twice differentiable and concave, for example the traditional 
saturating Constant Intertemporal Elasticity of Substitution (CES) utility function, which is Arrow-
Pratt's Constant Relative Risk Aversion (CRAA) criterion (Arrow, 1965; Pratt, 1964). The well-
known Keynes-Ramsay Rule for maximizing consumption utility subject to capital is the second 
or Euler equation of the Ramsay-Cass-Koopmans model as shown in Figure 1 (Cass, 1965; 
Koopmans, 1965; Ramsey, 1928).

Figure 1: Ramsay-Cass-Koopmans Model Euler 
Equation

It may be noted that increasing the Coefficient of Relative Risk Aversion θ reduces the rate of 
growth of consumption, thereby placing greater value on the consumption in later periods. 
Present value discounting offsets this intertemporal effect. Increasing the required utility rate of 
return ρ decreases the rate of growth of consumption and thereby reduces the value of future 
consumption.

However TFP growth holds the promise of future generations being better off since consumption
growth is underpinned by progressively greater production with the same capital stock and 
investment (or even capital stock having a declining characteristic). Some policy makers 
therefore dispute the basis for inter-generational trade-offs and prefer the simplicity of an 
instantaneous consumption utility function. In addition a pure consumption utility function has an
important advantage, which is that shadow prices are in standard monetary units rather than 
utility units that are more difficult to interpret.

However, consumption c alone does not meet the requirement of being twice differentiable and 
concave. In fact it might be expected that consumption may never have a saturating 
characteristic if both annual growth in Total Factor Productivity (TFP) and regional specialization
of industries continuously enhance the profitability of industries. So the performance of a utility 
function such as consumption alone is instead limited by the presence other equality and 
inequality constraints such as those provided in an IAM. 

Using a consumption utility function also requires a different computational strategy than the 
analytical or “optimize then discretize” approaches. The reverse non-analytical “discretize then 
optimize” strategies do not impose any special requirements on the concavity of the utility 
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function if the utility function and resource and other constraints determine the position of the 
global maximum at any time and ultimately the path of consumption growth. In this regard, both 
the CES and instantaneous consumption utility functions are equally satisfactory.

"Discretize then optimize” strategies are ideally suited to real problems where the theoretical 
requirement for utility functions to be twice differentiable is inconvenient. For example, in 
expanding the scope of a constrained optimal controls problem from a single region to a 
multiregional scenario, the utility of each region needs to be in some way maximized and 
contemporaneously settled with the performance of the other regions. There are various 
multiple agent goal programming optimization techniques for achieving this contemporaneous 
settlement (Charnes et al., 1955; Charnes and Cooper, 1961). 

Arising from a social context, the selection of an objective inherently embody ethical judgments. 
Seen from this perspective, the choice of a utility function is equivalent to selecting a social 
policy for the economic development. The three oldest, most widely used but often least 
theoretically justified forms of goal programming are the Archimedean (also called a Merit 
function or dominant equilibrium), non- Archimedean and Maximin functions. (Romero, 2004)

The different social policy perspectives can be interpreted in terms of the Normative Theory in 
Ethics.  There are two primary groups of theories: the Teleological or consequences-based 
theories and the Deontological or duties-based theories (Dellaportas et al., 2005).

The Teleological group of theories comprises both individual profit seeking, known as Ethical 
Egoism, and Utilitarianism, which is seeking the best outcome for the greatest number of people
considered as a whole, deriving from the work of Jeremy Bentham (1748-1832) and John Stuart
Mill (1806-73). The Teleological approach is readily modeled with an Archimedean (Merit 
function) objective. Examples are the weighted sum of profit or of the utilities of the competing 
agents. If the weights are all unity then the Archimedean objective is a merely simple sum. 
Depending upon the structure of equality and inequality constraints, the Archimedean approach 
may lead either to a single dominant equilibrium or develop into an infinite set of solutions 
across a Pareto-efficient trade-off frontier. A dominant equilibrium is also a Nash Equilibrium, 
where each region has played to its comparative strengths and with full knowledge of the 
strengths and weaknesses of competitive trading regions is disinclined to change its position.

Consistent with the Teleological foundations, an Archimedean optimization often results in a 
winner-takes-all outcome. For example, in a regional growth context, each region may pursue 
its own best growth outcome irrespective of the strategies of other regions. Furthermore, those 
regions that are better position to grow may do so at the expense of strategically weaker 
regions.

Another issue with Teleological utility functions is that the outcome cannot be predicted in a 
rational behavior model. For example, in regard to Ethical Egoism, the enlightened self-interest 
perspective might be exceptionally vulnerable to selfishness behavior, which in turn may 
damage confidence in the social mandate that permits the operation of a free trade market 
(Kahneman and Tversky, 1979; Tversky and Kahneman, 1992). Pure Utilitarianism can be 
similarly flawed since decisions based solely on the criterion of greatest good for the greatest 
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number of people have, throughout history, proven to be highly risky, for example, leading to 
authoritarian regimes and even morally corrosive in being used to justify great wrongs such as 
slavery.

The Deontological group of theories introduces principles of social justice. It comprises the 
theories of rights (Immanuel Kant, 1724-1804) and distributive justice (Aristotle, 384-322BCE). 
Progressing long term social stability in a modern society whilst at the same time promoting 
change and growth usually requires tuning the ever-emerging balance between the theories.

The Deontological approach is based on the premise that the market and its participants have 
duties (or obligations) to the social system, which has granted producers the mandate to 
operate. The first component of the Deontological approach is Rights Theory, for example the 
right to freely trade. While at first glance a Rights Theory appears to be solid principle, there are 
two major issues. These are that some rights have preference to other rights and not everybody
values particular rights in the same way. A modified Archimedean objective, called non- 
Archimedean has some analogy with Rights Theory. It uses lexicographic or preemptive 
functions to preferentially satisfice constraints and weight or rank the objective function.

The second component of the Deontological approach is Justice Theory. This theory holds that 
benefits and costs should be fairly distributed across society (or market participants) such that 
to each goes a fair share based on the three criteria of merit, effort and need. For example, 
Rawls' Theory of Justice (Rawls, 1972) is based on the premise that social stability depends 
upon people having been fairly treated and protected from morally wrong acts such as injustice, 
corruption and nepotism. Rawls draws parallels with the von Neumann's Maximin principle (Von 
Neumann, 1928) such that everyone may be better off by a particular policy as long as no-one 
is worse off. For example, that benefits and costs are distributed equally except where a varied 
distribution will better work to everyone's advantage.

Deontological Justice Theory may be modeled by Maximin goal programming (also known as 
Chebyshev or Fuzzy Programming) (Flavell, 1976). This form of utility function seeks a single 
best solution that minimizes the maximum of disadvantage amongst the agents compared to a 
benchmark. In other words, it maximizes the minimum deviation. In a regional trading context, 
all regions seek to maximize their growth while at the same time moderating their behavior for a 
game strategy characterized by an infinitely long-term outlook; highly repetitious behavior; the 
potential for irrational response behavior and tit-for-tat strategies; and an ability for regions to 
change structure and policies to remain competitive. In this environment, trade optimization 
often takes account of the need for all regions to share in growth and to limit the worst outcome 
in any region. Therefore the result of a Maximin strategy is not necessarily profit maximizing in 
each region but a conservative choice of long-term international relations policy in the presence 
of repeated interactions recognizing that regional behavior may change and may become 
irrational if there is a disproportionate sharing of the benefits of growth.

In real social optimization problems, a combination of Archimedean and Maximin provides a 
sound balance between objectives of maximum aggregated achievement and the most 
balanced solution (Romero, 2004). In this research a 50/50 blended Archimedean/Maximin 
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utility function provides a stable outcome based on both the pursuit of comparative advantage 
along with game theory applicable to infinite horizon games in international bi-lateral relations.

To the author's knowledge, nobody has ever undertaken a multiregional IAM with 50/50 blended
Archimedean/Maximin objectives, while allowing sectors to grow through specialization as a 
function of free trade. This is a compelling innovation.

3. Data

3.1 Social Accounting Matrix

The regional Make and Use tables used in this research are sourced from the Global Trade 
Analysis Project (GTAP) Social Accounting Matrix (SAM) (McDonald and Thierfelder, 2004) 
version 8.1 for the 2007 year. The 134 representative countries are aggregated into three major 
trading regions: North America Free Trade Association of USA, Canada and Mexico (NAFTA); 
original 25 country European Union (EU25); and the Rest of World (ROW).

The 57 commodities across the regions are aggregated into three major commodity groups: 
Agriculture, Forestry and Fishing (agff); Manufacturing and Mining (mnfc); and Services (serv). 
In each region, Final and Government consumption are combined. Bilateral trading between 
regions is recorded along with transport and other margins. Greenhouse gas permit trading and 
adaptation/amelioration commodities expand the intermediate production Make and Use tables 
to five by five. Greenhouse gas estimates are obtained from the GTAP emissions database 
(Lee, 2008).

3.2 Labor Factor

Regional labor is assumed to follow population growth in the region. Regional population 
profiles are developed within the envelop of global population, which is estimated to grow in the 
nature of a sigmoid from 6.514 billion to eventually stabilize at 8.6 billion people (Nordhaus, 
2008). The labor force in each region is assumed to contribute to this profile with a unique 
sigmoid where the initial parameters of the weighted growth rate and total population 
characteristics of the countries comprising the region. These initial parameters are: NAFTA 
(432m, 1.0%pa), EU25 (460m, 0.26%pa) and Rest of World (5,622m, 1.2%pa). The 
components of the population profile are shown in Figure 2 (below).
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3.3 Capital Factor and Accumulation

The capital factor provided within a GTAP Social accounting Matrix is the dollar return on capital
stock by region and commodity. Conceptually this represents the total capital stock employed by
firms in each region in producing a particular commodity, multiplied by the average rate of return
on capital for the region commodity segment.

Capital accumulation is the central dynamic feature of all intertemporal CGE models. Capital 
stock is subject to the usual accounting process where it grows with investment and declines 
with depreciation and disinvestment. Where models permit industries to specialize through 
international trade, capital resources may redistribute across regional industries that industries 
are no longer restricted by the fixed proportions of their production technology. The capital factor
is a return on capital stock so total capital factor endowment does not constrain the sum of the 
capital factor usage in the production of each commodity.

The capital constraint may instead be implemented by requiring that the per unit growth in 
capital stock for a region commodity segment equals the per unit growth in industry activity 
production. This is because capital stock will change proportionally with production if: a per unit 
change in production leads to the same per unit change in dollar return on capital stock; the 
capital stock returns in each region-commodity segment remain approximately constant with 
increases or decreases in the production multiplier; and Total Factor Productivity increases 
output from the adjusted Make less Use matrix, which in turn lessens the production (and labor) 
multiplier that would otherwise be required for the same output. This is similar to a DuPont 
Analysis assets to sales ratio reduced by Total Factor Productivity. It also satisfies the 
competitive requirement of constant or decreasing returns to scale in an economy, considered 
both at the local and global trade-linked levels. In each case an increase in production leads to 
less efficient firms with higher cost structures entering the commodity segment, consistent with 
a Cobb-Douglas production function and marginal costs that are greater than or equal to 
average costs (Houthakker, 1956; Raa, 2005, pp. 103–7).

On a practical level, obtaining the Capital Stock and Depreciation for each region-commodity 
segment can be challenging. GTAP provides the total Capital Stock Value at Beginning of 
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Period for each region but this lacks detail at the commodity level. Furthermore, Capital Stock 
Depreciation is set at a uniform 4%pa.

A number of the larger national statistical agencies conduct special studies to estimate the 
capital stock and depreciation in each industry. From a representative sample of these studies 
weighted averages have been developed for the Industry Asset Mix and Depreciation Rate for 
each region / commodity segment as shown in Tables 1 and 2 (ABS, n.d.; NBS, n.d.; OECD, 
n.d.; US Department of Commerce, n.d.; Wu, 2009).

Asset Ratio NAFTA EU25 ROW

Agriculture, Forestry & Fishing 1% 3% 7%

Manufacturing & Mining 10% 12% 27%

Services 89% 85% 66%

Total 100% 100% 100%

Table 1: Estimated Regional Asset Mix

Annual Depreciation Rate NAFTA EU25 ROW

Agriculture, Forestry & Fishing 7.6% 7.6% 6.1%

Manufacturing & Mining 9.9% 8.6% 6.6%

Services 4.6% 4.6% 4.9%

Table 2: Estimated Regional Asset Annual Depreciation Rate

From these weighted averages, Capital Stock and Depreciation by region and industry may be 
estimated using GTAP’s assets by region (Purdue University Department of Agricultural 
Resources, 2013). A factor control for Land is not treated separately as all of the Land factor 
return is concentrated in Agriculture, Forestry & Fishing and the redistribution to Manufacturing 
& Mining and Services would not be meaningful.

4. Identification Strategy
This empirical investigation was motivated by Lief Johansen’s investigation into the Doctrine of 
Balanced Growth as a convenient point of policy intervention to stimulate economic growth, as 
part of developing his multisectoral computable general equilibrium model (Johansen, 1974); 
the current pressing need for nations to establish competitive niches in the global supply chains 
for intermediate and capital goods and services; and the modern trend towards free trade 
agreements.

The research question is an empirical hypothesis that a shared international trade policy leads 
to balanced growth in trading economies based on optimizing a combined 50/50 Archimedean 
(or Merit) and Maximin multi-objective utility function for economic growth derived from 
Normative Ethics Teleological and Deontological Theories.
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This research question is investigated using an intertemporal, dynamic, continuous multiregional
CGE model in the presence of global constraints. This model identifies the global maximum 
utility by varying investment, trade and adaptation parameters, to distribute production across 
regional industry niches, according to natural advantage in production functions and labor. The 
model is native as it requires only one exogenous assumption, which is the profile of global 
population growth. All other parameters are derived from national accounts and statistical 
agency surveys.

A potential deficiency in the research model is that only three aggregated regions (NAFTA, 
EU25 and ROW) with five commodities (food, manufacturing, services, greenhouse gas permits 
and greenhouse gas abatement) are investigated. The number of regions and commodities are 
limited because of the magnitude of the optimization task in locating the optimal control 
functions for a utility function having many global sub-maxima across a continuous multiregional
CGE model, requiring the solution of differential equations.

The model also assumes a growth in Total Factor Productivity of approximately 0.92% pa is 
uniform across all trading regions over time. The increased Total Factor Productivity acts to 
reduce the required inputs. With an unchanged level of industry activity, the net output of each 
commodity in the volume balance grows as Total Factor Productivity reduces its cost structure. 
Constraints link capital and labor to the level of industry activity so equivalently these factors 
remain constant as the volume balance grows. In addition, the labor constraint is progressively 
unlocked by the combined effect of labor force growth following an initial assumption of 6.5% 
unemployment.

The causal effect identified in this research model is that free trade with balanced policy ethics 
based on optimizing a combined Archimedean (Merit) / Maximin utility function for economic 
growth leads to approximately balanced growth in trading economies. This causal effect is 
compelling because the IAM is based on a straightforward CGE paradigm for simultaneous 
regional equilibria deriving from an Input-Output Make-Use formulation and relying upon 
minimal assumptions, for example by using implicit shadow prices for commodities rather than 
prices based on introduced elasticities.

4.1 Structure of Intertemporal Integrated Assessment Models

12/32

Figure 3: Total Factor 
Productivity



Since the 1960s, the novel and innovative concepts arising from Computable General 
Equilibrium (CGE) have seen CGE become established practice within policy formulation in 
almost every part of the world. While CGE models have many purposes, such as single country 
or multiregional models, single period or intertemporal projection models, and different solution 
approaches, this research focuses on multiregional models, which have been extensively 
reviewed  (Donaghy, 2009; Giesecke and Madden, 2013; Kraybill, 1993; Partridge and 
Rickman, 1998).

In this research an Integrated Assessment Model (IAM) is used to demonstrate the Doctrine of 
Balanced Growth amongst international regions that trade. IAMs often build on CGE models 
that have been extended with satellite physical resource and environmental data. IAMs provide 
a sound economic framework for policy discussion and highlight many issues that are not 
immediately apparent to researchers. For example, IAMs can be used to help answer industrial 
ecology questions such as “what happens if the atmospheric temperature increases? “

Perhaps the most common diagnostic questions present in most social, economic, 
environmental and infrastructure applications of IAMs are: economic development within 
economies connected through bilateral trade, the evolution of regional industry comparative 
advantages in mutual response to changes happening in the other economies and how these 
things are moderated by environmental constraints. For example, strategies for efficient value-
adding sectors can be developed from the time profile of industry activity under constrained 
resources and the networked effects on household consumption; the positive effect of 
technology (or pollution control) on consumption and spillover improvements to trading regions; 
the negative effects of subsidized technologies on the activation of unexpected sectors in the 
economy and adverse impacts on consumption. This information is particularly important for 
small open economies that have a strong dependence on raw material exports, such as 
Australia and Canada.

Although CGE principles stem from the work of Léon Walras  (Walras, 1877), modern IAM 
policy applications commenced with the coming together of a systematic approach to economic 
data  (Leontief, 1966, 1955), a demonstration that general equilibrium could really exist in an 
economy (Arrow and Debreu, 1954; Debreu, 1959) and the computable modeling approaches of
Johansen (Johansen, 1974) and development of optimal controls (Dorfman et al., 1958; Von 
Neumann, 1938).

Most IAMs that are based on CGE principles, such as hybrid Input-Output life cycle models, 
build on Leontief's Input-Output Analysis, which is an elementary form of CGE that resolves 
industrial flows in networked production (Leontief, 1941, 1936). Its main strength is a robust 
microeconomic foundation for partial equilibria in production and consumption having a 
macroeconomic flavor by virtue of using whole economy empirical data. The straightforward 
nature of Leontief's Input-Output Analysis makes it popular for investigating industry 
competitiveness, the multiplier effects from investment and the effect of environmental 
restrictions on prices and structural path. The major weaknesses in Input Output Analysis are 
that it treats investment similarly to consumption; there is no substitution between industries via 
the route of international trade; and consumer behavior is not addressed because final demand 
is typically exogenous.
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Differences in computational methods for behaviorally settling resource prices are a major 
differentiating feature within the more comprehensive CGE frameworks. Johansen's well-known 
top-down approach simultaneously settles the economic actor behavior of producers, 
consumers, government and capital providers. Johansen develops a set of equations by 
analytically maximizing producers' profit and augmenting these equations with dynamic growth 
in productive assets, material balances (in lieu of the budget equation of consumers) and supply
and demand settlement through a system of prices with exogenous elasticities (Johansen, 
1974, pp. 27–9). Mainstream CGE frameworks traditionally follow Johansen to settle in both 
volume and price at competitive valuation by endogenizing investment, consumption, changes 
in the vintage structure of productive capital, changes in industry activity and employment, trade
flows and foreign debt. A Johansen-type CGE model is firstly balanced and then used to 
understand the effect of “shocks,” which are “what if questions” that perturb the steady-state, 
such as what if industry productivity increases? What if trade tariffs decrease?

4.1.1 Shadow prices
Von Neumann first recognized that Input-Output material balances could be represented as 
resource inequalities within an optimization study. The approach was adopted in studies of 
technology in national production functions and structural change (Carter, 1970; Raa, 2008). It 
was then further developed into a comprehensive theoretical basis for CGE (Raa, 2005). 

The key advantage in using an optimization method across resource constraints is that the 
marginal productivity of additional units of each resource are automatically calculated in the dual
solution to the optimization's primal problem (Champernowne, 1945; Hotelling, 1932; 
Houthakker, 1960; Samuelson, 1953; Von Neumann, 1938). These marginal productivities are 
closely related to commodity market prices, which are called the shadow prices and are similar 
to Lagrange multipliers, denoted by the Greek letter lambda (λ) in honor of Joseph Louis 
Lagrange (1736-1813).  The Theorem of Complementary Slackness provides that resource 
constraints are either binding and prices emerge, or non-binding and prices are zero. The 
emergence of prices at binding constraints is known as von Neumann's knife-edge 
specialization. Von Neumann's knife-edge assumptions also have great importance for national 
employment in a global equilibrium in the presence of free trade. When a country subsidizes its 
exports then unemployment rises elsewhere (Samuelson, 1964, p. 146).

4.1.2 Cobb-Douglas production function
Labor capital substitutability in networked production functions is often considered a second 
major differentiating factor in models but the issue usually reduces to whether labor substitution 
is treated explicitly or implicitly. For example, Johansen-like models typically treat labor explicitly
using CES functions and more specifically the Cobb-Douglas production function, which has 
become the main neoclassical tool of macroeconomics. Similarly, CES functions have often 
been used to model the substitution between labor and capital in Input-Output sectoral 
production functions. 

However, there is an important substitution between capital and labor that occurs across sectors
in optimal controls models that operate directly on Supply and Use tables (Raa, 2005, pp. 93–
103). These inherent substitutions across sectors are a very powerful innovations in a 
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multiregional context because regional sector growth may occur through specialization. In other 
words, the sector may choose a production technique as a function of free trade rather than 
being restricted by the fixed proportions of their production technology and fixed import 
coefficients (Raa and Baumol, 2011). An important observation is that the resulting 
macroeconomic production function is Cobb-Douglas (Houthakker, 1956; Raa, 2005, p. 105).

4.1.3 The Spatial Climate Economic Policy Tool for Regional Equilibria

The particular type of intertemporal IAM used in this research, the Spatial Climate Economic 
Policy Tool for Regional Equilibria (Sceptre), is a multiregional CGE focused on reducing 
inefficiencies and rewarding efficient industries [(Nettleton, 2010a, 2010b; Wolfram, Inc., 2011). 
Implicit in the multiregional context is the importance of policy analysts diagnosing inefficiencies 
arising from the lack of orientation of the economy in its trading context, the misallocation of 
sector activity and the inefficient utilization of factor endowments within sectors. From this, 
strategies for efficient value-adding sectors that can benefit from increased specialization in the 
economy to correct these inefficiencies can be identified. With this “open” approach to the 
production mix, production is reallocated according to the comparative advantage of regions 
(and imports), factors are reallocated across sectors within a region, and substitution takes 
place between capital and labor between sectors.

Optimal controls for industry activity and trade that maximize the time discounted 50/50 
Archimedean (or Merit) and Maximin expansion in consumption as shown in Figure 4.

Figure 4: Objective Utility Function (equally weighted 
Archimedean and Maximin)

Prima facie regional industry investment would be a more intuitive control than industry activity. 
However, in Sceptre industry expansion replaces regional investment because extensive 
research into the use of regional investment determined it to be unstable as a functional control.

The necessary reallocation of industrial activity and changes in consumer behavior in 
Intertemporal IAMs is achieved through Data Envelopment Analysis (DEA), which evolved from 
Samuelson's linear programming and Farrell-benchmarking (Farrell, 1957; Raa, 2005). Growth 
of the consumption basket is maximized by eliminating inefficiency in production and net imports
so economies will operate to their maximum efficiency given their natural endowments and 
structural production functions. A key advantage of this approach is that it bypasses imposed 
hypothetical behavioral assumptions in consumption and production, including the inherent but 
sometimes rather tenuous price elasticity assumptions. Using these techniques, optimal controls
models that operate directly on Supply and Use tables compute an equilibrium directly from the 
data of national statistical agencies with few assumptions.
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e−ρt (regions xMinimum({γ1,γ2,γ3})+Total [{γ1,γ2,γ3}])
Where :
ρis the annual discount factor(eg0.015)
{γ1,γ2,γ3}is the set of regionalconsumption expansion multipliers
regional consumption is household plus government consumption



Within Sceptre, actor behavior is settled both through inequality and equality constraints.  The 
equality constraints comprise a limited set of master differential and algebraic equations, which 
describe the global economies as a dynamic Neoclassical model. The differential equations are 
the investment and adaptation equations of motion. Algebraic equality constraints emerge from 
the Supply-Use material balances, which is the interesting set of binding inequality constraints 
where the Theorem of Complementary Slackness has developed prices.

Inequality constraints comprise labor endowment, capital stock (regional industry assets), trade 
deficit control and atmospheric temperature control. While labor grows with demographics and 
is usually free to move across industry sectors, movements in capital stock must conform with 
accounting principles and the returns on capital in each industry. The capital stock in each 
regional-industry or commodity segment, rises as the absolute return on assets rises, 
commensurately with constant return to scale. Total Factor Productivity role continues in 
reducing inputs for a given level of production output. The result is that the capital stock required
at any time balances to the initial capital stock increased by the per unit growth in production of 
the commodity.

There are two disadvantages in allocating capital across regional industries in the same way as 
labor. The first is that it assumes a constant intra-industry return to capital in each region across 
all industries in the region whereas these returns are often quite different. Secondly, total assets 
may only be controlled at an aggregate regional level, although this limitation is tempered by the
practical consideration that national statistical agencies only provide aggregate asset data and 
assumptions for further disaggregation would be rather speculative.

Atmospheric temperature rise is constrained to limit the geophysical feedback of carbon 
emissions into economic damages. The geophysical feedback within Sceptre is based on the 
well-known and prominent Dynamic Integrated Model of Climate and the Economy (the DICE 
model)  (Nordhaus, 2008). The DICE model has since been extended to a regionally 
disaggregated model (Nordhaus, 2013, 2011, 2010).

Non-linear systems of equations in IAMs, such as occurs when carbon pollution geophysical is 
incorporated as a feedback loop, provide significant computational challenge to both Johansen-
type and optimal controls CGE models. In order to achieve the necessary increases in scale, 
researchers have employed to discrete techniques, for example by calculating results at decade
rests over a century time period. Non-linearity is usually addressed with approximating 
presolving linearization, followed by local rather than global optimization. Rarely is the effect of 
approximating linearization error quantified or local optimization failing to find the global 
maximum. In this research, the computational issues were found to be very important. In the 
region of the global maximum, the realm can be very flat and the path to the maximum itself 
surrounded by infeasibility.
Some simple Johansen-type scenarios are analytically tractable using the Indirect “optimize 
then discretize” computational strategy (Hosoe et al., 2010).  However, real problems of 
practical interest usually involve the numerical solution of a set of simultaneous and differential 
equations using Direct “discretize then optimize” computational strategies.  Furthermore, in 
contrast to Johansen top-down CGE models, IAM optimal controls model do not require 
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balancing. Rather than being limited to the effect of “shocks,”or changes to steady state, 
bottom-up models may be used for fundamental projections.

4.2 Optimizing Intertemporal CGE in Integrated Assessment Models
In this research a Direct “discretize then optimize” computational strategy is used to solve IAM 
for the Doctrine of Balanced Growth problem. This is also known as a “sequential” strategy 
because a Differential Algebraic Equation (DAE) solver is nested within a Nonlinear 
Programming (NLP) optimizer.

This nesting results in the sequential computational strategy being quite slow. Faster 
alternatives have therefore been investigated. The first is to use an Indirect method, the analytic
Pontryagin Maximum Principle. The second is a Direct method companion to the sequential 
strategy, called “a simultaneous collocation strategy” where the sequential DAE solver is 
replaced by an approximate Runge-Kutta method. The last of the potential fast methods is the 
non-Linear Quadratic Output Regulator, which derives from optimal controls theory.  These 
faster alternatives were evaluated using an illustrative toy problem that replicates the growth 
mechanism within the main IAM.

4.2.1 Indirect Approaches
Indirect optimal controls approaches draw upon Euler's Calculus of Variations (Euler, 1764) and 
its more succinct equivalent, the Pontryagin Maximum Principle (Pontryagin, 1987). These 
approaches are similar to Johansen in being “optimize then discretize” strategies, usually 
maximizing consumers' utility in the presence of constraints. Although the indirect method has 
been well understood and in active development for over two and a half centuries, 
comprehensive texts demonstrate the topic remains as much an art as it is a science (Betts, 
2010; Biegler, 2010). 

Indirect approaches are similar to Lagrange multiplier techniques and using similar co-state or 
adjoint functions to extend the number of equations to match the number of unknown control 
and state functionals. These co-state functions are marginal utilities of resources, also known as
shadow prices, that eliminate the need to separately settle prices with exogenous elasticities.

Indirect analytic techniques are often beguiling in appearing to be intuitive and precise. However
this is only the case for simple demonstration problems and control systems design where the 
Hamiltonian is quadratic in the controls. Indirect strategies become awkward in the presence of 
inequality constraints due to the difficulty in detecting the binding and unbinding of constraints, 
which tends to be a hallmark of real issues having practical significance. This leads to many 
issues where IAM depend upon constraints rather than the utility function for a global maximum.

Another issue with practical IAM research questions is that only approximations of the 
trajectories of the optimal control and state variables are possible because the necessary 
problem and Hamiltonian conditions are often insufficient (Malanowski et al., 2004; Maurer, 
1981). Furthermore, the presence of state and mixed state inequality constraints introduce 
complementary conditions that do not satisfy the Karush-Kuhn-Tucker (KKT) linear 
independence constraint qualification (LICQ) requirement thereby preventing straightforward 
analytical and numerical solutions (Pesch, 1994).
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Lastly, there may be problems in determining the profiles of the optimal controls due to a lack of 
stationarity in the Hamiltonian because the equations of motion are non-linear and have singular
arc controls where these controls appear linearly in the differential equations and objective.  
Also due to the activation and release of the inequality constraints, the co-state variables may 
become discontinuous, be zero or non-existent in the singular arc problems. Repeated 
differentiation can sometimes achieve a solvable system of equations but the structure of the 
problem keeps changing as constraints activate and deactivate, which is itself difficult to 
determine.

Indirect approaches also have the rather incongruous transversality condition that assets have 
no value at the end of time. This is often replaced with the assumption that optimal solution 
approaches a steady state or ignored on the basis that the end of time is a long way off. 

While there has been some minor success in determining local maxima with bi-level 
programming and Sequential Quadratic Programming (SQP), which maintains an active set of 
constraints, the limitations of the indirect method often relegate it to an a posteriori verification of
a direct method solution. Dynamic Programming also provides an alternative numerical 
approach to the Indirect methods (Bellman, 1957).

4.2.2 Direct Approaches
Due to the limitations of the Indirect approaches, the Direct “discretize then optimize” 
computational strategy has become the main workhorse for optimal controls methods. As with 
the Indirect approaches, consumers' utility is maximized. However, this is via direct numerical 
simulation in the presence of equality and inequality constraints (Johansen, 1974, pp. 180–2). 
This strategy avoids the preparation of a dual formulation through indirect analytical optimization
and allows the power of highly developed optimization solvers to be employed in locating the 
global maximum. 

The Direct approach has two main computational methods: simultaneous collocation and 
sequential. Simultaneous collocation methods directly transcript the whole problem into discrete 
form and collocate optimal controls and state variables on a finite grid where differentials can be
estimated using a Runge-Kutta method. These methods are used for fast solutions, difficult 
problems and unstable systems. The main disadvantage of simultaneous collocation is that the 
technique is only approximate because it permits state and control variables to be discontinuous
across finite elements.

Sequential methods, otherwise known as control vector parametrization (CVP) are “single 
shooting” or “multiple shooting” approaches where the objective is optimized with respect to 
control parameters, with intermediate state variables estimated by a DAE solver. “Single 
shooting” draws upon the power of highly developed adaptive DAE and Nonlinear Programming
(NLP) solvers. The technique is known for reliability in difficult problems and there is no violation
of the continuity of state and control variables and constraints as in the simultaneous collocation
and “multiple shooting” computational strategies. Sequential methods are also convenient for 
introducing mono-directional sigmoid curves for model adaptation. The disadvantages of “single 
shooting” are that the nested NLP-DAE structure converges very slowly and path constraints 
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can only be handled within the limits of control vector parametrization (i.e. satisfied at the limited
number of function handles).

4.2.3 Development of IAM solver strategy through illustrative toy problem

An instantaneous consumption welfare function embodying Arrow-Pratt's constant relative risk 

aversion (CRAA) criterion of the form 
c(1−α)−1
1−α

. A marginal elasticity of utility α=2 , leads 

to the function 1−
1
c

. This function has the shape shown in Figure 5, and is continuously 

differentiable and assumed to be time additive.

The instantaneous utility function is formed by including a time preference discount factor of

e0.015 t , which discounts the instantaneous welfare at the rate of 1.5% per annum. For infinite 

horizon problems this discount factor bounds the objective function away from infinity and 
facilitates an interior solution to the optimization problem. This gives rise to the Present Value 
Hamiltonian, although the discount factor is neither sufficient nor necessary to ensure 
boundedness.

The illustrative toy problem may then be presented AS IN Figure 6 in maximizing the 
instantaneous utility function subject to constraints comprising the equations of motion for the 
state variables and environmental limits. The unknowns are the consumption and adaptation 
factor μ  optimal control functionals. This problem type of is similar to the well-studied 
autonomous turnpike because time enters into the objective only through the discount term 
(Samuelson, 1965; Takayama, 1985).
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Figure 5: Saturating 
Consumption Characteristic



Figure 6: Illustrative toy problem

In the equation of motion for capital, the amount of capital grows by the net of production, 
consumption and depreciation, which is assumed here to be 4% of capital. A production to 
capital ratio of 1 is also assumed, which results in the impaired production function

capital

(1+0.001 temperature2)
and temperature change driver capital (1−μ)/1000 . As the 

adaptation factor μ approached 1, the increase in temperature approaches zero.

The models may be solved by direct sequential techniques, which is the technique eventually 
selected for the Integrated Assessment Model. However this is an exhaustively approach so the 
illustrative toy model is also examined using three popular rapid solution techniques. These are 
direct simultaneous collocation using non-linear optimization,  a Non-Linear Quadratic Output 
Regulator and direct analytic Pontryagin Maximum.

5. Results

5.1 IAM Computational Strategy

The illustrative toy problem results of Direct sequential and simultaneous collocation,  a Non-
Linear Quadratic Output Regulator and Indirect analytic Pontryagin Maximum provide 
significantly different solutions as shown in Table 3.
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Maximize∫
0

100

e−0.015 t (1−
1
consumption

)dt

Constraints :
d capital
dt

=
capital
(1+0.001 temperature2)

−consumption−0.04 capital

d temperature
dt

=capital(1−μ)/1000

temperature≤4.0
0≤μ≤1
temperature≤4
Withinitial values :capital10 ; consumption1.8 ; temperature 0.8 ;adaption 0.005
Withterminal valuescapital≥0 ; temperature≥0



Direct Sequential Direct Simultaneous
Collocation

Non-linear LQ
Output Regulator

Indirect Pontryagin
Maximum
(modified)

Table 3: Illustrative toy problem results 

5.1.1 Direct Sequential Strategy

The Integrated Assessment Model in the next section of this research employs the direct 
sequential single shooting technique described here. A number of advantages offset its lack of 
speed due to embedding a differential algebraic equation (DAE) solver in a Non Linear 
Programming (NLP) optimization loop. The first advantage is the availability of fast industrial 
optimizers and DAE solvers, often available as an integrated computer algebra suite 
(Andersson et al., 2012; Houska et al., 2011). DAE solvers are inherently numerical but 
implement adaptation to provide quality controlled solutions across the whole of the relevant 
time domain (Hindmarsh et al., 2005). This provides a continuous flavor, which is extended by 
control functionals are established as polynomial interpolations across a small number of time-
based ordinate handles and the DAE solver provides state outputs in the same interpolated 
form. 

Due to the inherent speed limitations in Direct Sequential Shooting it can be advantageous to 
exploit the structure of the Problem by shaping the solution space to expected outcomes in 
order to significantly reduce the NLP solver's task. For example, an additional constraint 
requiring that the state variable capital will always be monotonically increasing is theoretically 
justified  (Kamien and Schwartz, 2012, p. 179). Similarly the control functionals for consumption 
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and adaptation are also monotonically increasing. The additional problem constraints are shown
in Figure 7.

Figure 7: Additional problem constraints for Direct Sequential Single Shooting 
computational strategy

Each of Direct Sequential Single Shooting and Direct Simultaneous Collocation locate the 
optimum to which both consumption and capital contribute in a virtuous cycle and so mutually 
attain very high levels.

5.1.2 Direct Simultaneous Collocation Strategy

The simultaneous collocation solver locates the optimum to which both consumption and capital
synergistically contribute in the illustrative toy problem in a virtuous cycle and so mutually attain 
very high levels. 

While all optimal controls solvers use numerical methods, collocation directly solves the 
combined optimization and differential equation problem using a nonlinear global numerical 
optimizer. This optimizer “goal shoots” to maximize its objective while exploiting the sparsity of 
Runge-Kutta collocation solutions to the differential equations. The Additional Problem 
Constraints used in the collocation numerical schema are shown in Figure 8:

Figure 8: Additional problem constraints for Direct 
Simultaneous Collocation computational strategy

The Jacobi polynomial gives rise to a family of roots based on parameters as shown in Table 6. 

These are the powers of the weighting function (1− x)a(1+ x)b .

Family {a,b}

Gauss {0,0}

Radau {1,0}

Lobatto {1,1}

Table 4: Families of weighting function powers
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Additional ProblemConstraints :
monotonic increasing : consumption,capital , adaption
Subject toTime handles for Control interpolationfunction {10,20,40,60,80,100}

Additional ProblemConstraints :
monotonic increasing : consumption, capital ,adaption
Subject to RadauCollocationoptimization parameter limits :
Finite Elements5 ;Collocationintervals per Finite Element 3



Radau points derive from the parameters {1,0}. With three internal segments per finite element, 
the internal Radau collocation points (in addition to the beginning of the interval) are at the 
proportions:

Interval Finite Element
Proportion

1 0.155051

2 0.644949

3 1.000000

Table 5: Radau collocation finite element proportion

In this schema of 5 finite elements and 5 collocation points, each state and control function 
gives rise to 15 optimization parameters. There are also collocation equations that need to be 
satisfied for each state at every collocation point and a set of continuity equations that need to 
be satisfied between finite elements. In addition to this are the Problem constraints.

The illustrative toy Problem demonstrates how collocation problems become very large. There 
are 5 state and control functions creating 60 collocation and continuity equations and 75 
optimization parameters. As with Direct Sequential Single Shooting, it is advantageous to 
similarly exploit the structure of the Problem by shaping the solution space using expected 
outcomes.

The simultaneous collocation method becomes increasingly impractical for large Integrated 
Assessment Models due to two factors. The first is that a large number of states and controls 
gives rise to a very large number of optimization variables and equations. Secondly, collocation 
discontinuities and approximations can provide an unreliable solution. For example, the solution 
obtained to the illustrative toy problem performs unreliably when processed by the sequential 
DAE solver. 

5.1.3 Non-Linear Quadratic Output Regulator Strategy

A non-Linear Quadratic Output Regulator (LQRegulator) can be used to solve the non-linear 
system having quadratic cost. The per unit costs of the controls are tuned by placing the 
Regulator within a global optimizer that maximizes the objective function. Additional Problem 
Constraints for the LQ Regulator approach are given in Figure 9.

Figure 9: Additional problem constraints for Non-Linear Quadratic Output Regulator

This global optimizer operates over the LQRegulator. This Regulator is a closed loop optimal 
controls system comprising a state space model with feedback from its output to its input via a 
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Additional ProblemConstraints :
Minimize thequadraticOutput target function(104+10 temperature−consumption)2

Optimal feedback costs tuned by non−linear globaloptimization :
Output target Feedback1 ;ConsumptionOptimalControl7.196 ; AdaptionOptimalControl1.567



feedback gains module. The optimal feedback gains module simplifies the non-linear equations 
using Taylor linearization then numerically solves the Riccati equation to calculate the paths of 
the optimum controls to achieve the minimum cost in controlling to zero an experimentally 

determined quadratic output target function (104+10 temperature−consumption)2 . 

LQRegulator cost minimization is analogous to minimizing the target function as quickly as 
possible. This inherent bias to early performance prevents the optimizer from locating the mode 
of behavior sought, which is a future outcome where capital and consumption sustainably build 
a large economy (Kamien and Schwartz, 2012, pp. 102–111).

5.1.4 Indirect Pontryagin Maximum Principle Strategy

The Indirect technique of the Pontryagin Maximum Principle requires that for the state xi  and

control ui  functions to be optimal for the problem it is necessary that there exists continuous 

non-zero co-state (adjoint) λ i  functions (analogous to Lagrange multipliers) and the terminal 

transferability conditions are satisfied that λ i(T )≥0,λ i(T ) xi(T )=0 . 

As some first order conditions in the Present Value Hamiltonian do not contain the respective 
co-state variable, it is necessary to repeatedly differentiate and solve the system to achieve an 
analytic set.

The very fast adaptation transition in the unconstrained model reaches 1 at 0.03 years, so an 
arc of full adaptation where μ=1 is set to take place at that point in time. In order to provide a
comparative solution, the production to capital ratio of 1 has been further tuned so production 

becomes represented by capital0.85  and the initial capital, consumption, capital and 

temperature are slightly varied to 8.0, 1.7 and 0.5 respectively. Time has been extended to 
1,000 years to show the effect of the interaction.

As with the LQRegulator, the Pontryagin Maximum Principle is unable to find the global 
maximum across the multi-modal model. It seeks the first mode of behavior, which is to 
maximize consumption at the earliest possible time, at the expense of capital. It may be seen in 
the extended performance of the Pontryagin Maximum solution that the initial very high 
consumption is unsustainable notwithstanding that capital later builds up to billions of dollars.

While the transversality assumption that optimal solution approaches a steady state is met, 
there is no theoretical basis for this assumption. Furthermore the Direct Simultaneous 
Collocation model suggests that this assumption is invalid. 

5.2 Integrated Assessment Model Results

On the basis that the illustrative toy problem research demonstrates that the Direct Sequential 
Strategy strategy is more reliable than the three other methods investigated, the Sceptre IAM 
employs this computation strategy. The outputs of the IAM are shown in Figure XX at the 
Optimal Controls.
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Figure 10 Maximal Utility at 
Optimal Controls

Figure 11 Consumption Expansion
at Optimal Controls

Figure 12 Atmospheric 
Temperature Rise at Optimal 
Controls

Table 6: Integrated Assessment Model Results

Figure 11 demonstrates that Consumption in each region rises at approximately the same rate. 
Figure 12 shows that Atmospheric Temperature Rise doesn't exceed 2ºC, which is the widely 
acknowledged safety limit for this geophysical constraint. 

The Optimal Controls for Adaptation in each region, Industry Activity and Trade Flows in each 
region are similar as can be seen in Figures 13 to 15. It may be noted that Consumption 
Expansion above is due to the both the effect of blending of Industry Activity, Net Trade, and the
underlying effect of the ubiquitous improvement Total Factor Productivity.

Figure 13 EU25 Adaptation by 
Industry Optimal Control*

Figure 14 NAFTA Adaptation by 
Industry Optimal Control*

Figure 15 ROW Adaptation by 
Industry Optimal Control*
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Figure 16 EU25 Industry Activity 
Level Optimal Control*

Figure 17 NAFTA Industry Activity 
Level Optimal Control*

Figure 18 ROW Industry Activity 
Level Optimal Control*

Figure 19 Net Exports EU25 to 
NAFTA Optimal Control*

Figure 20 Net Exports EU25 to 
ROW Optimal Control*

Figure 21 Net Exports NAFTA to 
ROW Optimal Control*

Table 7: Integrated Assessment Model Optimal Controls (*agff is agriculture, food, fishing & 
forestry; mnfc is mining & manufacturing; serv is services, which is considered not traded)

Although Capital Stock, or Assets, is not an Optimal Control it is an important DAE variable and 
constraint to the equations of motion in the IAM. As with the illustrative toy model, growth in 
Capital Stock, or Asset Expansion, in each region is less predictable as shown in Figures 22 to 
24.

Figure 22 EU25 Capital Stock 
(Asset)  Expansion*

Figure23 NAFTA Capital Stock 
(Asset)  Expansion*

Figure 24 ROW Capital Stock 
(Asset)  Expansion*
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Table 8: Integrated Assessment Model Capital Stock (Asset)  Expansion Variables (*agff is 
agriculture, food, fishing & forestry; mnfc is mining & manufacturing; serv is services)

Two structural reasons may underpin the large Capital Stock expansion. The major reason is 
that the mix of the Consumption basket in each region is assumed to be fixed. This constrains 
commodity material balance equalities, so any excess commodity production is channeled to 
investment, which consistently maintains a price on all commodities. Any production surplus 
would become slack in the case of inequality material balances.

A further contributing reason may to be found in the IAM's Direct sequential computational 
strategy, where control functionals have only a limited number of time-based handles. This 
restricts the ability of the underlying investment profile to model the complexity of the changing 
asset profile. Investment itself is an intuitive optimal control but was found to be too sensitive for
the IAM model. Increasing the number of optimal control function handles may serve to finesse 
the Capital Stock expansion profile but at the expense of significantly increased computation 
time.

There are only two constraints involving Asset Expansion. The first is conformance with the 
accounting process and estimated parameters set out in Section XX. The second is that Asset 
Expansion must be greater than or equal to Industry Activity Expansion in order for the growth in
Total Factor Productivity to be effective. That this second constraint is satisfied is evident from 
the Capital Stock Expansion plots since the Industry Activity Expansion in each region remains 
at approximately unity. Therefore Capital Stock expansion is not acting to limit the performance 
of the IAM. 

The results of the Integrated Assessment Model using Direct sequential computation are 
therefore consistent with the Doctrine of Balanced Growth operating between international 
regions that trade in the presence of ethical trade policy and constrained resource usage.

6. Discussion
A number of monetary formulations of the Doctrine of Balanced Growth were highlighted in the 
Motivation for this research, ranging from the original concept of the Doctrine of Balanced 
Growth operating in a small isolated economy to stimulating growth in major developed 
economies. The monetary form of the Doctrine of Balanced Growth has been detected in terms 
of stationary great ratios but overall the evidence remains somewhat mixed.

This research uses Integrated Assessment Modeling (IAM) to evaluate the Doctrine of Balanced
Growth in a non-monetary policy form, at the nexus between domestic industry policy and 
international trade policy.  The Doctrine is implemented through direct multiregional government 
policy intervention rather than broad monetary stimulation. The mechanisms are free trade 
agreements and industry policies that stimulate local industry specialization based on 
comparative natural, technological and labor advantages.
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The key finding is that free trade with balanced trust strategies in international trade brings 
similar or balanced consumption growth to each of the trading regions. In addition, regional 
industries specialize through trade opportunities, which is necessarily constrained by limits to 
regional trade deficits.

Ubiquitous Total Factor Productivity growth is a major contributor to balanced consumption 
growth in each region. Sharing technology has always been considered an important feature of 
international trade trust strategies, for example a central feature in negotiations at recent 
meetings of the United Nations Framework Convention on Climate Change (UNFCC). While the
issue of sharing technology has not been investigated in monetary analysis of the Doctrine of 
Balanced Growth, independently varying the Total Factor Productivity growth in each region 
would provide further information on the sensitivity and importance of technology sharing in the 
non-monetary analysis of the Doctrine of Balanced Growth.

A similar policy issue relates to the specific Adaptation optimal control chosen by a region, which
will vary its rate of decarbonization. One policy outlook evident in jockeying by countries in the 
lead up to UNFCC meetings is that delayed decarbonization by a region may constitute a non-
trust free-riding strategy.

There are some potential deficiencies in the IAM used in this research. The effect on Assets of a
lack of changes in preferences in the basket of goods has already been mentioned. In addition, 
while the Maximin component of the 50/50 Archimedean (Merit) / Maximin policy objective in this
research reflects the Normative Ethic of Deontological Justice, the contributing utility in each 
region is simply consumption expansion. This reflects a Normative Ethic of the Teleological 
Utilitarian functional form, without consideration of utility saturation and inter-generational trade-
offs. This highlights a potential deficiency in this research arising from the difficulty in measuring 
individuals' well being and the individual welfare consequences of free trade of policies. Other 
potential deficiencies arise in consideration of the mobility of labor and distributional issues in 
regard to wages and consumption. 

In addition, this research has not addressed many matters that affect international trade and 
regional industry specialization such as national sovereignty and national ambitions for self-
sufficiency. There may be many other factors outside the scope of this research that would 
significantly affect the result of the policy objective.

The IAM used in this research has answered the research question that balanced regional 
consumption growth emerges where regions with diverse production functions freely trade in the
presence of deficit and geophysical constraints, Total Factor Productivity growth and 
harmonious policies for international trade relations, analogous to competition with cautious 
trust in infinite games.

An important question for further research is the development of an improved IAM optimal 
controls solver that is better integrated, faster and with substantially increased scope for a 
greater number of regions and industry aggregations.
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7. Conclusion
This research demonstrates that a non-monetary implementation of the Doctrine of Balanced 
Growth can maximize the balanced consumption growth of participant trading regions. The 
Doctrine is implemented through international trade policy intervention, for example free trade 
agreements, and regional policies that facilitate the specialization of industries.

The conclusions are reached using a dynamic intertemporal multiregional Integrated 
Assessment Model. This model has a multiobjective utility function that conforms to the 
Normative Ethical Theories of Deontological Justice and Teleological Utilitarianism. Optimal 
controls are determined in the presence of economic and geophysical constraints and Total 
Factor Productivity growth. A Direct sequential computational strategy is chosen, which 
optimizes over an embedded Differential Algebraic Solver.

International trade facilitates the adjustment of Industry Activity in each region, which is 
underpinned by Total Factor Productivity growth. Ubiquitous Total Factor Productivity growth, 
through means such as trust strategies to share technology, is an important component in the 
success of the non-monetary implementation of the Doctrine of Balanced Growth in achieving 
mutual regional consumption growth.

A new non-monetary interpretation of the Doctrine of Balanced Growth has been demonstrated. 
Further research into the role of international trade in facilitating the adjustment of domestic 
industry policy has potential to better inform investment decisions and maximize the benefits 
from competitive free trade.
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