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Abstract 

In this paper the use of coefficient of variation and shape parameters in each stratum, the 

problem of estimation of population of mean has been considered. The expression of mean 

squared error of the proposed estimator is derived and its properties are discussed. 

Keywords  Auxiliary information, MSE, coefficient of variation, stratum,  

shape parameter. 

Introduction 

The use of prior information about the population parameters such as coefficient of 

variation, mean and skewness and kurtosis are very useful in the estimation of the population 

parameter of the study character. In agricultural and biological studies information about the 

coefficient of variation and the shape parameters are often available. If these parameters 

remain essentially unchanged over the time than the knowledge about them in such case it 

may profitably be used to produce optimum estimates of the parameters (Sen and Gerig 

(1975)). Searls (1964, 67) and Hirano (1972) have proposed the use of coefficient of variation 

in the estimation the population mean. Searl and Intarapanich (1990) have suggested the use 

of kurtosis in the estimation of variance. Sen (1978) has proposed the estimator for 

population mean using the known value of coefficient of variation. 

In Stratified random sampling, the theory has been developed to provide the optimum 

estimator 1T of the population mean based on sample mean from each stratum. We extend it 

by constructing an estimator 2T  using the coefficient of variation iC  and shape parameter 

),...2,1(  , 21 Kiii   from each stratum and discuss its usefulness. We also define estimators 

43 T and T  when the coefficients of variation are unknown but shape parameters are known 

and when neither the coefficients of variation are known nor the shape parameters are known. 

Estimators and their Mean Square Error 

Let iN  denotes the size of the ith stratum and in  denotes the size of the sample to be 

selected from the ith stratum and h   be the number of strata with 
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where N  and n  denote the number of units in the population and sample respectively. 

 Let ijy  be the jth unit of the ith stratum. Then the population mean NY  can be 

expressed as 
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where 
N

N
p i

i   and iY  is the population mean for the ith stratum.  

Let in  units be selected from the ith stratum and the corresponding sampling mean and 

sample variance be denoted by iy  and 
2
is  respectively. Then the estimate of NY  is given by 
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   (if f.p.c is ignored),                                       (4) 

where 2
i  is the population variance of y   in the ith stratum. 

Case 1: Coefficient of variation and the shape parameters are known. 

We defined 
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and expectation of 2T  is given by 
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(6) 

where i2  is the measure of kurtosis in the ith stratum. 

The bias in 2T  is of order 
in

1
 and will be negligible for large in ’s. 

The mean square error of the estimator is  
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Minimising (7) with respect to i , we get the optimum value of i  is given by 
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where i1  is the measure of kurtosis in the ith stratum. 

On putting the optimum value of opti  from (8) in (7) and on simplification we get 
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The value of opti  will be less than one for ii C21  , which implies that the 

distribution is near normal, poison, negative binomial and Neyman type I. The value of opti  

will be equal to one for ii C21  , which is true for gamma and exponential distribution. 

The value of opti  will be greater than one for ii C21  , which is likely to the distribution 

of lognormal or inverse Gaussian. It is easy to see that 2T  will always be more efficient than 

1T  if ii C21  or ii C21  , justifying the use of 2T  in the case of near normal, poison, 

negative binomial, Neyman type I and lognormal or inverse Gaussian distribution. 2T  is 

equally efficient 1T , if ii C21   and so for in gamma or exponential distribution one may 

use 1T  or 2T . This shows that proposed estimator 2T  is uniformly superior to the estimator 

1T , though a comparatively high efficiency may be seen in near normal, poison, negative 

binomial than lognormal or inverse Gaussian distribution. 
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Case 2: 
s'iC
 are unknown, 

 s'1i
and 

 s'2i
 are known. 

When s'iC  are unknown, we use their estimates ic  based on a larger sample of size 

in  from a previous occasion. Now we define an estimator 3T  for NY  given by 
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The mean square error of the estimator 3T  as given by   
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The optimum value of i   is given by 
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It is easy to see that 


 






















h

i
iiiiiii

iiiii

i

ii
opt

CcVCn

cVCn

n

p

1 2
1

2
12

2
12

22

mini3
)2())(41(

)(4)1(
)/MSE(T




 .       (13) 

It may be remarked that (13) differs from (9) by a single term )(4 2
iii cVCn   both in 

numerator and denominator. The nature of the estimator 3T  is similar to 2T  and its MSE will 

converge to )( 2TMSE  for 0
)(

2


i
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Case 3: 
s'iC
, 

 s'1i
and 

 s'2i
 are unknown: 

When s'iC  ,  s'1i and  s'2i  are not known then they can be estimated on the basis  

of a larger sample of size ii nn ...  from the past data and we may have the estimator for the 

population mean NY  given by 
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It is easy to see that the )MSE(T4  will be same as )MSE(T3  because after estimating 

the unknown parameters in the constant iopt , the MSE will remains unchanged up to the 

terms of O (
1n )  (Srivastava and Jhajj (1983)). 
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