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Abstract 

Over two millennia ago Socrates was pondering whether our Universe and all things in it are governed by ran-
domness or by a regulating intelligence. This philosophical question has been alive till the present day, since the 
proponents of neither side have been able to convince their opponents. Scientists seldom express or recognize 
clearly their philosophical presuppositions and many think that there is no room for philosophy in science. 
Our view is that although science cannot determine which philosophical view is correct, it can show which one 
is wrong. Here we critically review the experimental results obtained during the past twenty years by Jack W. 
Szostak and his co-workers relating to functional information among random RNA and protein sequences. We 
explain in detail why their experiments with random or partially randomized protein sequences do not mimic 
the processes that take place in natural populations. Simple calculations show that in the laboratory scientists 
have searched much larger sequence space than could have been searched by random natural processes. We 
further argue that the discovery of singletons and of protein-protein-interaction networks has removed the 
randomness concept from biochemistry, and that neo-Darwinian view of the living world is false. We see faulty 
Hegelian logic as a major reason for the survival of the illusion that evolution is true, and the same logic is 
misleading many scientists into accepting empty phrases like “intrinsically disordered proteins” as existentially 
meaningful.

Introduction

The question posed in the title will sound paradoxi-
cal, puzzling or simply silly to some readers. They will 
think: if scientists like all other living organisms are 
the product of evolution, how could they have exceed-
ed its power today when we are unable to produce a 
single truly new living organism? Having passed but a 
short distance on the way to creating such a new live 
organism, how can it be true that scientists have al-
ready reached beyond what evolution is able to do? 
And if a group of scientists has actually achieved this, 
how come in their publications they have not claimed 
credit for such a great achievement? The goal of this 
paper is to show that the answer to the title question 
is yes.
First let us define and clarify some terms. By design in 
a broader sense we mean “the way something is made 
so that it works in a certain way or has a certain ap-
pearance” (Macmillan Dictionary) and in a narrower 
sense “the arrangement of the features of an artefact, 
as produced from following a plan or drawing” (Ox-
ford Dictionary). We also accept that design means 
“deliberate purposive planning” (Merriam-Webster 

Dictionary). By evolution we mean “a theory that 
the various types of animals and plants have their 
origin in other preexisting types and that the dis-
tinguishable differences are due to modifications 
in successive generations” (Merriam-Webster Dic-
tionary), where – in line with the neo-Darwinian 
synthesis – the modifications refer to changes in 
DNA due to mutations and recombination. The 
changes in DNA occur at random and are fixed in 
successive generations by natural selection and/
or genetic drift, the processes studied by popula-
tion genetics. Here the term scientists has a narrow 
meaning to denote a group of people who are com-
mitted to discovery and defense of scientific truths, 
where the scientific means verifiable by experiment 
in the laboratory, by mathematics and/or logic. 
The truth means correspondence between what is 
claimed about some thing and what that thing is. 
A philosopher is a person seeking after and loving 
truth.
     Having the experience of senior experimental 
biochemists, we know that a dispute among sci-



entists about a particular experimental result usually 
takes a short time to resolve when both sides have ac-
cess to the same instruments and starting materials. 
When the instruments after several repetitions in two 
or more labs give the same result, the issue is settled. 
The instruments thus play a role of an arbiter, and to-
day scientists are accustomed to accept their verdict 
without complaint. (We acknowledge, however, that 
in some cases the system studied is so complicated 
that it leaves various interpretations open; such is the 
case for example on many issues related to human nu-
trition, medicine or climate change.)  
     No such arbiter, however, exists to pass verdicts in 
philosophical disputes among scientists. Now, some 
readers might argue that there are no philosophical 
issues for scientists to disagree about, or that they are 
unimportant, or that scientists are unqualified for 
such discussions. We are of a different opinion. But 
instead of elaborating further on this point here, we 
prefer to go straight to the philosophical issues perti-
nent to the topic of this paper.
     In Philebus of Plato (429–347 B.C.E.), Socrates asks 
a key philosophical question: 

“Whether we are to affirm that all existing things, and 
this fair scene which we call the Universe, are governed 
by the influence of the irrational, the random, and the 
mere chance; or, on the contrary, as our predecessors af-
firmed, are kept in their course by the control of mind 
and a certain wonderful regulating intelligence.”

During the past 2,400 years, philosophers have pre-
ferred either the first or the second possible answer, 
and the situation has not changed in our times. Since 
the two answers are contrary, both cannot be true. 
For those people who hold one answer as true, it is 
unthinkable that the other answer might be true. 
Therefore, it is not surprising that scientists who are 
in agreement about the truth on so many other things 
start to disagree sharply at the philosophical level, the 
level which they reach by generalizations from sci-
entific data, or from which the scientists justify their 
starting assumptions when planning and conducting 
research. We wish to make our philosophical position 
on the above question clear: a regulating intelligence 
is needed to explain all existing things. 
     Many renowned scientists have shared and do share 
our philosophical position, many equally renowned 
scientists are against it, and many are either undecid-
ed or unwilling to state their philosophical position in 
public. While respecting all the choices, our highest 
appreciation is reserved for those scientists who have 
decided to publish their philosophical assumptions. 

We especially value the opinions contrary to ours, 
because the arguing against a philosophical position 
forces us to re-examine and clarify our starting as-
sumptions as well as our conclusions.
     In this paper we will critically review the work 
of Jack W. Szostak (Nobel laureate, 2009) and his 
co-workers related to evolution of proteins with new 
functions. Their work is of exceptional importance not 
only because of its methodological novelty, conceptu-
al originality, depth and breadth, but also because of 
the clarity with which the authors express their philo-
sophical assumptions and conclusions. Thus, in a pa-
per published in 2007 [1], we can read:

“Life, with its novel collective behaviors at the scale of 
molecules, genes, cells, and organisms, is the quintessen-
tial emergent complex system. Furthermore, the ancient 
transition from a geochemical world to a living plan-
et may be modeled as a sequence of emergent events, 
each   of  which  increased  the chemical complexity of 
the prebiotic world.”

And in another paper from 2012 [2]:

“Simple chemistry in diverse environments on the early 
earth led to the emergence of ever more complex chem-
istry and ultimately to the synthesis of the critical bio-
logical building blocks. At some point, the assembly of 
these materials into primitive cells enabled the emer-
gence of Darwinian evolutionary behavior, followed by 
the gradual evolution of more complex life forms lead-
ing to modern life.”

It is evident that the philosophical position expressed 
by these authors corresponds, contrary to ours, to the 
first of the two alternatives proposed by Socrates. Here 
we will not comment on the presumed assembly of bi-
ological building blocks into primitive cells; instead 
we will focus on the alleged adequacy of evolution to 
generate from some primitive cells all life forms in ex-
istence today. We will inform the readers where we 
agree with the authors, where we disagree, and finally 
why and how we have arrived at conclusions opposite 
to theirs.



Functionality among random sequences

Functional information of proteins and RNAs 

There is a general agreement among scientists that 
the sequence of building blocks of a biopolymer rep-
resents a type of molecularly coded information; it is 
the specific ordering of the nucleotides or amino acids 
building up DNA, RNA or protein molecules that de-
termine their structure and function [3]. Proteins are 
the most versatile and efficient in terms of function; 
to be convinced of this it is sufficient to take just a 
glance at the poster with metabolic pathways showing 
the plethora of reactions catalyzed by enzymes [4].
     The building blocks of the proteins that are present 
in all living organisms, from bacteria to humans, are 
20 amino acids. The average number of these amino 
acids that build up a protein is about 300, more pre-
cisely, 267 for bacterial and 361 for eukaryotic pro-
teins [5]. These 300 amino acids can be ordered in 
20300 (10390) different ways. Scientists generally agree, 
based on several lines of experimental data, that more 
than one specific protein sequence is capable of per-
forming a particular function. 
     But scientists still debate on the size of the fraction 
of functional protein molecules among non-function-
al ones, as well as on how to best describe the func-
tional information residing in proteins. The difficulty 
is confounded by experimental findings showing that 
there are protein families with over 100,000 mem-
bers having related but different sequences and, most 
likely, essentially the same structure and function. 
Moreover, known are also proteins having different 
sequences and structures, but similar functions. How 
can one address this difficult issue?
     A useful concept for evaluating functional infor-
mation of proteins was described by Szostak and 
co-workers [1, 3], where the functional information 
correlates with the fraction of all possible sequenc-
es that achieve a specified degree of function. Hence 
functional information is not a property of any one 
molecule, but of a group of all possible sequenc-
es, which can be ranked by activity as schematically 
shown in Figure 1. Functional information increases 
when fewer and fewer sequences display the activity 
in question.

Formulating information mathematically

The functional information needed to specify that ac-
tivity is -log2 of the fraction of the sequences display-
ing a certain activity. When functional information 
[I(Ex)] is calculated with reference to a specific degree 

of function x, designated Ex, existing in a system with 
N possible configurations of which M(Ex) achieve or 
exceed the specific degree of function, we have [1]:

[I(Ex)] = -log2 [M(Ex)/N]

The maximal possible functional information is ob-
tained when just a single protein sequence exhibits a 
specified activity, Emax: 

[I(Emax)] = -log2 [1/N] = log2N

For example, if just one protein sequence 300 amino 
acids long exhibits a specified activity – which is a 
limiting and unlikely case – then the quantity of func-
tional information is:

[I(Emax)] = log210390 = 1295.6 bits 

Figure 1
A schematic representation of functional information content 
that is present among biopolymer molecules of all possible se-
quences, for example RNA or protein molecules. A vast majori-
ty of the molecules is devoid of a particular functional activity, 
whereas a much smaller fraction possesses that particular activ-
ity. From that fraction, only the molecules whose level of activi-
ty is above a predetermined value Ex are considered functional. 
The smaller the fraction of functional molecules, the larger is 
the information content. The size of the arrow is not commen-
surate with the triangle size.    
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If the specified degree of function (Ex) is displayed by 
one trillion different sequences, the functional infor-
mation content is:

[I(Ex)] = -log2 [1012/10390] = 1255.7 bits 

If a large fraction e.g. 10330 sequences (1 sequence in 
every 1060 sequences) show the specified degree of 
function (Ex), we have:

[I(Ex)] = -log2 [10330/10390] = 199.3 bits 

Should even more, one sequence of every 1020 se-
quences, possess the specified activity, the functional 
information content of the system would be about 66 
bits. 

Figure 2
Schematic representation of the method used for the isolation of functional RNA molecules (aptamers). The starting library con-
tains chemically synthesized RNA molecules of similar or identical length but random sequences. They are passed through an 
affinity chromatography column containing an immobilized ligand. Unbound RNAs are discarded, while those bound to the ligand 
are eluted and retained. Reverse transcription of these functional RNAs gives cDNAs, which are first amplified by PCR and then 
transcribed to a new pool of RNAs. Copying errors during PCR introduce new variations into this pool. In the next round at the af-
finity chromatography step the conditions are made more stringent than in the first round in order to select only those molecules 
that bind stronger. The stringency is gradually increased in subsequent rounds to select the best functional molecules.

It is important to note that the functional information 
defined in this manner is meaningful only in the con-
text of a specific function x. Therefore, experimental 
study of the functional information residing in a set of 
biological macromolecules is possible only when the 
researchers decide in advance what the specific func-
tion x is, and how they will experimentally measure 
it. Furthermore, the functional information is always 
the property of the whole set of molecules, even if that 
set contains just a single functional molecule, and it is 
always calculated from a ratio.

Studies with RNA

Historically, studies of this kind have been first car-
ried out with RNA, where the specific function was 
either binding to a ligand or catalysis of a reaction 



[6-9]. As schematically illustrated in Figure 2, from a 
starting population of molecules, which was by chem-
ical synthesis intentionally made as heterogeneous as 
possible in terms of their sequences, selected are only 
those that possess a defined level of binding or cataly-
sis. Then such RNAs are reverse-transcribed to cDNA. 
This population of molecules is multiplied by PCR, 
usually under error-prone conditions to increase var-
iation. The transcription then produces a new set of 
RNAs enriched in functional molecules. These are 
then subjected to additional rounds of selection, re-
verse transcription, amplification and transcription. 
As the number of rounds increases, the conditions 
during the selection step are made more and more 
stringent, so that only the molecules that bind strong-
er or catalyze better are selected. 
     In the experiments of this kind, the starting popu-
lation has usually numbered 1013 - 1015 molecules, and 
after a certain number of rounds, usually about 10, 
researchers have successfully isolated the RNAs capa-
ble of binding to various ligands, and catalyzing var-
ious reactions, some of which do not occur in nature 
[10]. The frequency of the functional RNAs capable of 
binding (called aptamers) was thus estimated to be 1 
in about 1010 among random sequences, whereas the 
frequency of the catalytic RNAs (called ribozymes) 
was about 1 in 1013 of random sequences [9].
     In a detailed study of the informational content of 
RNAs capable of binding GTP, it was found that struc-
tures of higher complexity were needed in order to 
bind GTP strongly; a 10-fold tighter binding required 
about 10 additional bits of information [11]. This was 
equivalent to specifying the identity of five addition-
al nucleotide positions and corresponded to about a 
1000-fold decrease in abundance in a set of random 
sequences. The best aptamer was 69 nucleotides long, 
and had the information content of 65 bits [11]. Using 
the formulae above, one can calculate that the maxi-
mal information content was 138 bits, as the RNAs of 
this length may come in 469 different sequences.

Experiments with proteins

Similar experimental studies with proteins became 
possible thanks to a major methodological break-
through which enabled a mRNA molecule to remain 
covalently linked, after translation, to the protein 
whose sequence it encoded [12, 13]. One key advan-
tage of this method is that researchers could start with 
a large population of different DNA molecules, similar 
in size to that used for selecting functional RNAs. The 
second major advantage is that the selection of func-
tional proteins automatically results in the selection of 

their mRNA, allowing for cycles of reverse transcrip-
tion, PCR amplification, transcription, translation 
and new selection. 
    Using this procedure, Keefe and Szostak examined 
the frequency of functional proteins among polypep-
tides whose amino acid sequences were almost ran-
dom [14]. They were not fully random since the au-
thors designed the starting library by a method that 
increased the number of full open reading frames 
(ORF) by about 2 orders of magnitude [15]. The func-
tion selected for was binding to ATP, and the length 
of the proteins was 80 amino acids. Four families of 
ATP-binding proteins were isolated from the starting 
library of 6x1012 sequences, indicating that roughly 1 
in 1011 of the starting sequences possessed ATP-bind-
ing activity. According to the authors: “In conclusion, 
we suggest that functional proteins are sufficiently 
common in protein sequence space (roughly 1 in 1011) 
that they may be discovered by entirely stochastic 
means, such as presumably operated when proteins 
were first used by living organisms.“
       For several reasons we disagree with the above con-
clusion. First, a general conclusion is drawn based on 
a single instance. Second, the 2 orders of magnitudes 
gained in the pre-selection for open reading frames 
are not counted. When counted, the abundance be-
comes 1 in 1013. Third, proteins that bind ATP rep-
resent in current database the largest family of all 
protein families: the ATP binding cassette transporter 
family (ABC_tran, PF00005) has 363,409 sequenc-
es [16]. Moreover, the distribution of ligands among 
protein domains and folds follows a power law, so that 
many ligands bind only to a single protein partner 
while some ligands bind to many domains and folds: 
of the 2,186 ligands studied, 1,833 ligands (83.9%) 
were found to bind to only one fold, 185 (8.5%) were 
bound to two, while 24 ligands (1.1%) were bound to 
more than 10 folds [17]. The most common ligand, 
ATP, binds to proteins of 35 different folds. Further-
more, all nine ligands that bind to more than 15 pro-
tein folds are nucleotide ligands [17]. In the BioLiP 
protein-ligand database which includes over 200,000 
ligands, the ligands that bind to a single protein rep-
resent by far the largest group [18]. The above de-
scribed distribution of ligands among protein folds is 
explained by the intrinsic preference of certain classes 
of molecules to bind to natural proteins because they 
are built up of the defined set of 20 amino acids, and 
this property is exploited at pharmaceutical compa-
nies when researchers design novel drugs [17]. Thus, 
the protein function Keefe and Szostak selected for is 
not a typical one, but a very frequent one. It is neces-
sary to make a correction for this; given the currently 



known distribution [17, 18] we suggest that a ligand 
binding to ten to thirty protein sequences might be 
considered as typical. If we add these 4 orders of mag-
nitude (about 300,000/30), the estimate becomes 1 in 
about 1017. 
     This estimate is six orders of magnitude lower com-
pared to the estimate of Keefe and Szostak for the abun-
dance of protein functions among random sequenc-
es. According to them, the abundance of functional 
proteins is comparable to the 1 in 1011 abundance of 
aptamers [9], which we consider unrealistic. In con-
trast to a typical RNA polymer which readily folds into 
a soluble secondary structure [9, 19], in a typical set 
of random polypeptides a large fraction does not fold 
or even precipitates [20-22]. Therefore, the suggested 
comparable abundance (1 in 1011) for both classes of 
macromolecules should look suspicious on this basis 
alone. The fraction of 1 in 1011 would indicate that 
an information content of just 36.5 bits is sufficient 
for specifying a functional protein of 80 amino acids, 
where the maximal information content is 345.8 bits. 
Note that RNAs of equal length (80 nt) would have a 
maximal information content of 160 bits. 
     Would we then agree that the abundance of func-
tional proteins among random sequences is 1 in 1017? 
No, this fraction is still much too high. The protein 
length of 80 amino acids taken by Keefe and Szostak is 
much shorter than the average protein length, which 
is 300 amino acids. Therefore, the size of the sequence 
space they partially sampled was correspondingly 
smaller, 10104 versus 10390, expectedly making higher 
the probability of finding a functional protein, if such 
a function is to be found at all among the proteins that 
short. Moreover, a protein that is found functional in 
vitro should be tested and proved to function also in 
vivo, as it may be toxic or even lethal in vivo.  Exactly 
such an effect was observed when other researchers 
expressed the ATP-binding protein of Keefe and Szos-
tak in a cell: it created problems and killed the cells 
[23]. Thus, contrary to the above quoted conclusion, 
the experimental data show that if this ATP-binding 
protein were formed stochastically in nature, the liv-
ing organism that had made it would have left no de-
scendants.

Regulatory function increases complexity

Why would a protein that is functional in vitro be le-
thal in vivo? There are many possible reasons, but one 
of them we view as the most important. The hallmark 
of biochemical systems is regulation. In a cell, the 
function of each protein is regulated through inter-
actions with other cell components. In the majority 

of cases these other cellular components contain pro-
teins, or are proteins themselves. Often a protein that 
binds a ligand releases that ligand when another pro-
tein interacts with it. No such additional function was 
selected for in the protein of Keefe and Szostak. In re-
cent times, the investigation of protein-protein inter-
actions (PPI) has become an area of intense research. 
It is out of scope of this paper to provide an overview 
of this research field, known also as the study of the 
interactome. We will mention only a few interesting 
developments. 
     The same mRNA display method useful for the 
investigation of the abundance of functional sequenc-
es can be adapted to study PPI [24]. The networks 
formed of protein-protein interactions can be ana-
lyzed in terms of 14 motifs that represent functional 
units of biological processes [25]. The number of pos-
sible protein-protein interactions in a cell is so large 
that compared to it the numbers delineating protein 
sequence space become negligible. Thus, Tompa and 
Rose calculated that a protein of 400 amino acids 
could have on its surface 3,540 distinguishable inter-
faces capable of interacting with other proteins, and 
that in a cell with 4,500 different proteins the number 
of possible interactions is between 107200 and 105.4x10exp7 
[26]. Therefore, the probability that a novel protein 
isolated from a set of random sequences will interact 
in a detrimental manner with other proteins in the 
cell is unimaginably higher than that it will interact in 
a beneficial manner. 
   In the crowded environment of the cell such   
non-functional interactions constrain the proteome 
size and gene expression [27, 28]. The estimated num-
ber of actual PPI in the human interactome varies be-
tween 130,000 and 600,000 [29], so that a protein in-
teracting with 4-5 partners is considered moderately 
connected [30]. At the high end there are proteins like 
p53 that interact with over 100 other proteins [31]. 
Evidently, the amino acid sequence of a protein must 
specify also the information for regulation of its ac-
tivity through interactions with other proteins. This 
means that the representation of functional informa-
tion as shown in Figure 1 is incomplete, and that a 
true picture must take into account also protein-pro-
tein interactions, as shown in Figure 3.

Regulated activity as bits of information

Hence to talk about a function of a protein today 
means talking about a regulated activity. To the scien-
tists of earlier generations the picture appeared much 
simpler, as extensively reviewed by Braun and Gin-
gras [32]. How many additional bits of information 



are needed for specification of a typical protein-pro-
tein interaction? Tompa and Rose assume that on the 
average 22 amino acids on protein surface take part in 
such interactions [26], which would correspond to a 

Figure 3
A more realistic schematic representation of functional infor-
mation content that is present among proteins of random se-
quences. There are many protein sequences that satisfy the 
requirement for a functional activity above a predetermined 
value Ex, but a vast majority of them will not function properly 
in a given cell. In the cell, functional activity of proteins is regu-
lated largely through interactions with other proteins, so we en-
counter there regulated functional activity. After taking account 
of the necessary protein-protein interactions (PPI), the fraction 
of properly functioning sequences sinks dramatically.

maximal information content (no mutations allowed 
at any of the 22 positions) of 2022, or 95.1 bits. If so, a 
protein of 80 amino acids would allow for three such 
non-overlapping PPI (285.2 bits) and still have about 
60.4 bits left to specify its functional activity. If 95 bits 
for one PPI seem too high, let us see how low we can 
go. Recently, Anand et al. found that the majority of 
binding sites had 15-20 residues in them [33]. Taking 
the lower value, 2015 would correspond to 64.8 bits, or 
to the probability of 1 in 3.3 x1019 for finding such a 
site in a random sequence. Perhaps even a single less 
stringent PPI could make the ATP-binding protein of 
Keefe and Szostak non-lethal, one could argue, or per-
haps several much less stringent PPI would do. In pro-
tein interaction networks, the number of interaction 
partners depends on the distance a particular protein 
is from the central hubs, where the distribution of the 
hubs is non-random [34]. In yeast, an ATP binding 
cassette transporter has six protein binding partners 

[35], whereas the mean number of partners is 4.7 [36]. 
The shortest binding sites – and very few of such ones 
are known – contain just 3 amino acids [37]. If we 
assume that 4 binding sites each of only 3 amino ac-
ids, or, equivalently, one site of 12 amino acids, would 
make the ATP-binding protein of Keefe and Szostak 
non-lethal, that would correspond to 51.9 bits, or the 
probability of 1 in 4.2 x 1015. 
      So, what is finally the fraction of functional pro-
teins among random sequences? We doubt there is a 
single meaningful figure applicable to proteins of all 
lengths and functions. For the reasons outlined above, 
we insist that in vivo data are needed for such esti-
mates in order to take account of PPI. Following the 
calculations above, if we take account of the about 1 in 
1015 figure together with the above derived 1 in 1017, 
we arrive at 10-32 as the fraction of functional proteins. 
The 10-15 value for specifying PPI of a novel protein 
derived from a random sequence appears reasonable 
in view of the experimental finding that after mutat-
ing a few residues in originally fully regulated func-
tional enzyme, triose phosphate isomerase, only one 
out of 1010 in vitro active mutants functioned properly 
in cell context [38]. 
     The 10-32 fraction conservatively derived here is 
significantly higher than some earlier estimates. 
Thus, in 1979 Yockey, based on reported cytochrome 
c sequences, estimated that this fraction is 10-65 [39]. 
Reidhaar-Olson and Sauer estimated in 1990 that the 
fraction is 10-63 [40]. Later Axe concluded from his 
studies with penicillin degrading beta-lactamases that 
the probability of finding a functional enzyme among 
random sequences is about 10-77 – 10-53 [41]. In a study 
of four large protein families, Durston and Chiu esti-
mated that functional sequences occupy an extreme-
ly small fraction of sequence space, in all cases lower 
than 10-100 [42]. On the other hand, the estimate of 
Taylor et al. is that a library of 1024 members should 
contain an AroQ mutase [43]. In view of these differ-
ent figures, and given the paucity of experimental data 
at present, we are convinced that one is on the safe 
side by saying that, until proven otherwise, the frac-
tion of functional proteins among random sequences 
is lower than 1 in 1020. 

The meaning of estimates

But of what importance are these estimates? In the ar-
ticle “Chance and Necessity in the Selection of Nucle-
ic Acid Catalysts“ Lorsch and Szostak explain it [9]: 

“In Tom Stoppard’s famous play, the ill-fated heroes 
toss a coin 101 times. The first 100 times they do so the 
coin lands heads up. The chance of this happening is 



approximately 1 in 1030, a sequence of events so rare 
that one might argue that it could only happen in such 
a delightful fiction. Similarly rare events, however, may 
underlie the origins of biological catalysis. What is the 
probability that an RNA, DNA, or protein molecule of 
a given random sequence will display a particular cat-
alytic activity? The answer to this question determines 
whether a collection of such sequences, such as might 
result from prebiotic chemistry on the early earth, is ex-
tremely likely or unlikely to contain catalytically active 
molecules, and hence whether the origin of life itself is 
a virtually inevitable consequence of chemical laws or 
merely a bizarre fluke.”

Along this line of thinking, there are thus profound 
philosophical ramifications connected with the abun-
dance of functional proteins among random sequenc-
es. If that fraction is below 1 in 1030, to believe that 
functional proteins arose by chance would be a “de-
lightful fiction”. Those scientists who prefer the first 
answer to Socrates’ question will be philosophically 
inclined to maintain this fraction as high as possible 
for all proteins. On the other hand, those scientists 
who prefer the second answer will tend to consider 
that the existence of a single functional protein of, say 
not higher than 10-50 abundance among proteins of 
random sequences, proves the inadequacy of chance 
and necessity. Neither the first nor the second group 
of scientists has become convinced by the arguments 
of the other side till now. 

Can discovery of singletons solve the impasse?

At first sight it seems that the impasse will continue 
for many years until all scientists come to agree on 
a single figure. And it might also seem that our con-
servative setting of an upper limit at 10-20 serves only 
to prolong this impasse. However, that is not the case 
thanks to experimental data from another field, ge-
nome sequencing. Researchers have sequenced the 
genomes of several thousand species thus far, and as 
noted by Kozulic [44] the single most surprising result 
is the finding that in each genome there are hundreds, 
or even thousands, of novel unique proteins called 
singletons, so unique that they show no homology 
above the level displayed by proteins of random se-
quences. If the probability of finding one functional 
protein among random sequences is at most 10-20, 
then the probability that a cell acquires two such pro-
teins is at most 10-40, three proteins 10-60, etc. It is irrel-
evant in which generation of a lineage the acquisitions 
take place: the formation of every new singleton is 
associated with the overcoming of the low probabil-

ity of its formation (10-20). Here we consider only this 
aspect and for simplicity disregard all the aspects re-
lated to population genetics. Such simple calculation 
is justified because the acquisitions of singletons by 
one lineage are connected and independent events [45, 
46]. They are connected because they must happen in 
one lineage, whereas they are independent because 
the acquisition of one singleton does not depend on 
the acquisition of another singleton. This calculation 
brings us quickly from the area of plausibility into the 
area of “delightful fiction“. It is easy to see that 10 or-
ders of magnitude up or down in the probability of 
finding functional proteins among random sequences 
play only a minor role in view of such a high num-
ber of singletons that have been discovered in every 
sequenced genome. Concerning random sequences, 
there is a deep insight, with which we agree, expressed 
by Keefe and Szostak [14]:

“Unlike other libraries that have been used in protein 
selections, this random region is not part of a larger 
structure that would otherwise tend to constrain or bias 
the conformation of the resulting proteins. This library 
randomly samples the whole of sequence space, rather 
than the vicinity of a known protein.”

Random protein sequences do sample the whole of 
sequence space. And by experiments researchers can 
only sparingly sample the protein sequence space ow-
ing to its large size: thus, for the synthesis of a library 
containing all the proteins that are just 100 amino 
acids long one would need to use all the atoms from 
1023 universes of the size of our own universe [47]. In 
view of this, how shall we interpret the discovery of 
hundreds of unique proteins, of the sequences so un-
related that they are undistinguishable from random, 
in all sequenced genomes? Is it possible to avoid the 
conclusion that they come from far away “regions” 
of the protein sequence space? The discovery of how 
many such unique proteins – one thousand, one mil-
lion or one billion – is needed to convince a reason-
able person that the whole of protein sequence space 
was actually searched?

Selection of enzymes from a partially randomized 
non-catalytic scaffold 

Using their powerful mRNA display technology, 
Seelig and Szostak started with a 460 amino acid long 
sequence of a stable domain of human protein reti-
noid-X-receptor that naturally binds to DNA with 
participation of two zinc finger loops [48]. They ran-
domized these two small loop sections of this protein 



(altogether 21 amino acids), and produced a library 
of 1012 randomly created sequences. The authors then 
selected those sequences that were capable of join-
ing two RNA oligonucleotides, of which one had a 
5’-triphosphate, and another a free 3’-hydroxyl group. 
After 17 rounds of PCR amplification, transcription, 
translation, reverse transcription and selection, they 
obtained ligases providing catalytic rate enhancement 
of more than two-million fold compared to the just 
metal-catalyzed reaction. 
     The reported result looks impressive until we com-
pare the performance of the ligases created by Seelig 
and Szostak with natural ligases. A kinetic study of 
a ligase was recently published [49]. T4 DNA ligase 
working on nicked duplex DNA has a kcat approach-
ing 1 s-1 and a Km of about 3 nM. The ligase of Seelig 
and Szostak has a kcat of about 1 h-1, which is 3600-
fold lower compared to the natural enzyme. While 
the authors did not report the Km value, they stated 
that 10 micromolar substrate is subsaturating, mean-
ing that the Km is at least that high. This Km value is 
again about 3000-fold worse than that of the T4 ligase. 
The ratio of kcat/Km, which is generally used to char-
acterize the efficiency of an enzyme, of their ligase is 
therefore about 10-million-fold worse than that of T4 
ligase.
     The poor efficiency of the created ligase is espe-
cially noteworthy in view of the fact that one of the 
substrates contained an energy-rich 5’-triphosphate 
group. In contrast, natural enzymes first bind and re-
act with ATP before joining two DNA or RNA ends, 
of which 5’-end contains a phosphate and 3’-end a hy-
droxyl group. Owing to these differences in reaction 
mechanism, there is little room for doubt that their 
enzyme would not be functional in a living cell, had 
it been by chance formed in vivo. Moreover, when 
expressed in a cell, five of the seven ligases aggregat-
ed or precipitated, even though only relatively small 
stretches, covering only 21 of 460 amino acids, were 
modified. This finding is in line with many reports 
of researchers engaged in protein engineering, and it 
strengthens the notion about the importance of PPI. 
     In the literature one often encounters a statement 
that natural selection can little by little, over many 
generations, improve an initially poor function, so 
that just the first step leading to emergence of a new 
function is really critical. As far as we know, this view 
has not been subject to critical experimental examina-
tion when the function relates to or relies on proteins, 
and most cellular functions do so. The only paper – to 
our knowledge – is that of Nasvall et al. in which the 
authors claim that formation of a new gene is asso-
ciated with multiple duplications of an existing gene 

[50]. However, their existing gene product already 
functioned in the cell context. Furthermore, under 
their experimental conditions the multiple gene cop-
ies could have increased the protein concentration 
by about one order of magnitude. The compensation 
for poor specific activity by an increase in protein ex-
pression level may work only up to a certain protein 
concentration. Beyond that concentration, non-func-
tional interactions of many proteins with the protein 
whose concentration is extremely high, say one mil-
lion fold to compensate for its one million fold low-
er activity, become so prevalent that the cell ceases to 
function properly, as discussed by Zhang et al. [27]. 
      In terms of functional information, if just one of 
the 2021 (~2 x1027) randomized sequences possessed 
the desired ligase activity, the maximal information 
content would be 90.8 bits. In the first round Seelig 
and Szostak started with about 1012 molecules, a vast 
majority of which was of unique sequence, so we can 
assume that the information content was about 40 bits. 
In subsequent rounds, however, the majority of mol-
ecules were exact copies of those molecules selected 
in earlier rounds. It would be complicated to estimate 
the number of new sequences in each round in order 
to calculate the increase in information content. For 
our purpose it is sufficient to know that starting with 
40 bits it could not have reached 90 bits. It is tempting 
to try another route in order to extract the same in-
formation. The reported experimental data, and their 
Figure 2, show that in the first 8 rounds the fraction 
of selected molecules was about 0.01%. So, a single 
molecule was selected and 9,999 discarded out of each 
group of 10,000 molecules. This corresponds to an in-
crease of the information content of about 13.3 bits 
per round, giving cumulatively 8x13.3=106.4 bits. Of 
course, this figure is an overestimate because the cal-
culation assumes that all molecules in each round are 
novel sequences. But the calculation is useful because 
it gives us a feeling of the possible maximal gain in 
information at each round of selection. 
     It is worth noting that in the closing section of 
the paper the authors did not claim that their results 
gave credence to the view that enzymes can be formed 
from enzymatically inactive proteins starting from 
random mutations that are subsequently fixed in a 
population by genetic drift or natural selection. Such 
an evolutionary perspective was provided in a com-
ment of Seelig and Szostak’s paper published in the 
same issue of the journal [51]. Now we will show why 
that perspective is fundamentally erroneous.



Do laboratory experiments mimic 
evolution?

Commenting on Seelig and Szostak’s work, Robertson 
and Scott say that “the authors create an artificial evo-
lution process” and that they bypass “by simulating 
evolution” our lack of understanding on how the ami-
no acid sequence dictates the structure and catalytic 
properties of a protein [51]. However, they have given 
us no clues as to how the experimental data of Seelig 
and Szostak could fit into a model that would simulate 
an evolutionary process. This lack of connection be-
tween biochemical data of this sort and evolutionary 
modeling is the rule rather than an exception in con-
temporary publishing practice of the major scientific 
journals.
   Ever since Roland Fisher introduced population 
thinking into evolutionary modeling [52], such 
thinking has gained acceptance among evolutionary 
biologists, so that today few of them would disagree 
with Michael J. Lynch that “Nothing in evolution 
makes sense except in light of population genetics” 
[53]. Once a mutation appears in a population, it can 
spread in that population mainly by two processes: 
natural selection or/and genetic drift. Changes in the 
abundance of neutral mutations are generally gov-
erned by random genetic drift, while the abundance 
of advantageous mutations is increased by natural 
selection. The artificial selection employed by Seelig 
and Szostak [48], as well as by Keefe and Szostak [14], 
has some resemblance to natural selection, whereas 
it has no resemblance to genetic drift. Therefore, let 
us consider their experimental data in view of natural 
selection.

Comparison with real populations

As noted before, the starting library from which the 
ATP-binding proteins and RNA ligases were select-
ed contained about 1012 different DNA molecules. To 
think in evolutionary terms, we need to assume that 
each one of these DNA sequences represents a part 
of the genome of a single living organism in a popu-
lation. The population would then evidently consist 
of 1012 individuals, each having a segment of differ-
ent sequence in its DNA (plus other usual variations). 
Would such a population correspond to any real pop-
ulation that could have lived during the history of the 
earth? No, it would not. The differences in DNA se-
quences among individuals of our hypothetical pop-
ulation would be much larger – and more focused – 
compared to the differences in DNA sequences in the 
genomes of individuals of real populations.

Specifically, in the library of Keefe and Szostak the 
whole 240 bp long DNA sequence (encoding 80 ami-
no acids) was randomized. In contrast, such a rand-
omized stretch of genomic (or plasmid) DNA can-
not be produced by any process that exists in nature, 
neither in one living individual, nor in two living in-
dividuals that could act as parents. In the library of 
Seelig and Szostak two targeted short segments, of 63 
bp cumulatively (21 amino acids), were randomized; 
again, no natural process can do this. If from these 
hypothetical starting populations the genomes of any 
two individuals were sequenced and compared, the 
differences in the 240 bp segment would be counted 
at hundreds of positions, whereas in the segments of 
63 bp they would be counted at tens of nucleotide po-
sitions.
      In contrast, two unrelated human individuals typi-
cally differ at only about 1 position in a stretch of 1000 
bp. Therefore, the level of genetic variation across the 
selected short segments in the genomes of individuals 
from these hypothetical populations would be many 
times higher than is possible in any real life popula-
tion. Thanks to this high level of DNA variation in the 
starting population of 1012 molecules, the probabili-
ty of finding a functional sequence was much higher 
there than it could have ever been in a population of 
1012 living individuals. Here we have the first major 
difference between the laboratory work with mole-
cules and the natural processes that work on individ-
uals in populations. 

Selection and fixation

Let us proceed without any attempt to compensate for 
the high variation in the laboratory experiments, for 
example by increasing the population size. After the 
first selection step, Seelig and Szostak retained 0.01% 
of the starting population of 1012: in the population 
genetics terms this would mean that 0.1 billion indi-
viduals survived natural selection whereas 999.9 bil-
lion were eliminated. Subsequent PCR amplification 
would correspond to an expansion of the selected 
population. According to the detailed description of 
the experimental protocol [54], the amount of DNA 
after the PCR amplification was about 10-fold lower 
compared to the starting 1012 molecules. In popula-
tion genetic terms, this would mean that the popu-
lation has expanded from 0.1 billion to about 100 
billion. Speaking in the same terms, the fixation of de-
sired alleles in that population, and in all subsequent 
ones, would be close to 100%. If we consider only the 
first 8 rounds, and apply straightforward addition, 
the number of eliminated individuals would come to 
about 1,800 billion.



The straightforward summation applied above, how-
ever, is not the proper way of calculating. The fixation 
of an allele under natural selection in a real life popu-
lation depends on its selection coefficient, that is, on 
the strength of the benefit conferred by the new allele. 
The stronger the benefit, the higher the probability 
that such an allele will spread in the population and 
get fixed. For example, in population genetics mode-
ling, the selection coefficient of 0.01 is considered as a 
strong one. However, according to John H. Gillespie, 
the probability of fixation of a new allele with such a 
selection coefficient is only about 2 % [55]:

“Equation 3.23 tells us, for example, that a new muta-
tion with a 1 percent advantage when heterozygous, hs 
= 0.01, has only a 2 percent chance of ultimately fix-
ing in the population. A 1 percent advantage represents 
rather strong selection. In a very large population, say N 
= 106, 1 percent selection will overwhelm drift once the 
allele is at all common. Yet, 98 percent of such strongly 
selected mutations are lost.”

Here is the second major difference between the lab-
oratory experiments and the real life situation. In the 
laboratory, essentially 100% fixation was ensured in-
stantly. What would be a reasonable value for selec-
tion coefficients of Seelig and Szostak’s peculiar li-
gases during each one of the 17 rounds of selection, 
which ended with an enzyme of the efficiency about 
10 million-fold lower compared to natural ligases, es-
pecially in the first rounds when the enzyme activity 
was very low? One can only guess. Let us be gener-
ous and take 0.005 for all rounds; then the fixation 
probability would be 1%. How shall we correlate this 
factor with the laboratory protocol? We can imagine 
the existence of 100 populations so that the fixation 
becomes essentially certain in one of them. And if we 
take account, in order to simplify the calculation, of 
only 8 of the 17 rounds each with 100 populations, 
then the number of individuals that would have been 
eliminated by natural selection increases 100-fold, 
to about 180,000 billion. Lower, more realistic selec-
tion coefficients would of course result in even higher 
numbers of eliminated individuals.
      One way of putting the above number in a perspec-
tive is this: according to the Population Reference Bu-
reau the estimated number of individuals belonging 
to the species Homo sapiens who have ever been born 
is 108 billion [56]. According to the above calculation, 
this figure is 1670-fold lower than the number of in-
dividuals that natural selection would need to have at 
its disposal for elimination in order to create a new 
enzyme of poor efficiency. The species Homo sapiens 

is biologically a successful one when measured by its 
population size: many other mammalian species have 
never reached, and will never reach, such a large popu-
lation. In such species natural selection would be even 
more limited in creating functional novelty that relies 
on new proteins: simply put, the needed raw material 
– individuals in a population – were not available to it. 
     The above simplified calculations did not include 
one important consideration: During DNA amplifica-
tion by PCR, DNA mutation rate is 4-6 orders of mag-
nitude higher compared to a typical mutation rate in 
organisms of a growing real life population. This is the 
third important difference between the in vitro and in 
vivo conditions. Such increased variation represents 
one more factor that has improved the odds of finding 
a functional protein in the laboratory as opposed to a 
natural population.
    The fourth important difference between natural 
populations and laboratory experiments lies in the 
increasing stringency of the selection conditions in 
the laboratory. The laboratory selection corresponds 
to gradual increase of pressure from the environment 
(climate change, competing species, etc.), always in 
the same direction over the whole time period during 
which our hypothetical populations expanded, then 
contracted, then expanded again, and so on 17 times. 
How likely is such a steadiness over geological time 
scales? One can only guess, but this uncertainty was 
obviously removed in the laboratory protocol. 

Scientists have used more resources than available 
for evolution 

Let us summarize: the experimental protocols of Szos-
tak and co-workers differ in four important aspects 
from natural processes that lead to the appearance 
and spreading of mutations in natural populations. 
Two of them, the randomized sequences and overly 
high mutation rates during PCR, directly provided 
more DNA variation among molecules than could 
have ever been present among individuals in a natural 
population. The two other differences, the increased 
selection pressure and immediate fixation in the lab-
oratory, resulted in immense saving of the material 
undergoing selection. 
     To illustrate this last point, assuming a selection 
coefficient of 0.005, in each round Seelig and Szostak 
should have performed 100 PCR experiments, alto-
gether 1,700 PCR experiments, each with 200 samples 
to get about 1 ml of DNA solution according to their 
protocol [54]. Then they should have discarded the 
product of 99 of them, and continued with the proto-
col using the remaining one. 



Obviously, all four different factors combined give a 
tremendous advantage to the laboratory protocol. 
After correlating the laboratory protocol with popu-
lation genetics, our simplified calculations, always in-
tentionally tilted in favor of evolution, show that in 
the laboratory the researchers have worked with such 
a huge number of individual molecules that the cor-
responding number exceeds for many species the to-
tal number of individuals that have ever lived on the 
earth. Accordingly, natural selection could have never 
had at its disposal such a huge number of individu-
als. This leads us to the conclusion that scientists have 
already experimentally searched wider possibilities 
than have ever been within the reach of evolutionary 
processes.
    As noted above, in terms of functional informa-
tion the information content of Seelig and Szostak’s 
initial DNA library was about 40 bits, whereas the 
maximal final information content was about 90 bits. 
So, the selection process could have created at most 
50 bits of new information. To achieve this meager 
result, natural selection would have eliminated over 
180,000,000,000,000 individuals. The 50 bits of infor-
mation correspond to about 11 letters in English al-
phabet (2611). According to Hazen et al., an analogy 
exists between the functional information of macro-
molecules and language [1]. Thus, to write something 
equivalent to DESIGNWORKS or NOEVOLUTION a 
species would need to pay natural selection with the 
lives of over 180,000 billion of its members. 

Discussion 

In the preceding sections we have provided detailed 
comments on the experimental results of Szostak’s 
group and explained in a step-by-step manner why 
our interpretation of these results is opposite to theirs 
and to those of Robertson and Scott. Even though this 
should be evident from the preceding sections of this 
paper, here we would like to reiterate that our criti-
cism does not relate to their experimental protocols 
or their published results. We hold in high esteem 
the originality of their ideas and methodological ap-
proaches, and we express our deep appreciation for 
the amount of experimental work that was necessary 
to get the results of such a quality and volume.
     Now we will address some of the possible argu-
ments against our conclusions. It could be argued, as 
we have done, that a general conclusion cannot be 
drawn based on just one or two instances. The paral-
lel, however, is valid only at first sight. In the case of 
ATP-binding proteins, we have made corrections for 

the facts that the function selected for is very frequent 
among known proteins, and that Keefe and Szostak 
have paid no attention to selection for PPI that should 
ensure regulation of the activity of this protein in the 
cell. With these factors included the calculation be-
comes more realistic and the chance of finding a func-
tional protein among random sequences sinks dra-
matically. 
     In the case of RNA ligases, in addition to the four 
already mentioned advantages in favor of the labora-
tory protocol as opposed to natural populations, there 
is a fifth one: the starting protein already had the sub-
strate-binding activity, so that only the catalytic activ-
ity was searched for. And the sixth advantage is this: 
since the starting retinoid-X-receptor protein already 
functioned in the cell, the surface of this protein was 
already capable of functional PPI. Accordingly, if in 
the future researchers decide to look for a new en-
zyme activity among random sequences, their chanc-
es of finding one will be dramatically lower. For these 
reasons we are confident that our conclusions stand.
     It might be argued that no correction for instanta-
neous fixation is needed, or that our calculations are 
wrong. For example, instead of 100 populations of the 
original size (1012), why not imagine a division of the 
starting population into 100 sub-populations? In such 
a scenario, however, the chance of finding the func-
tional activity in one sub-population would be 100-
fold lower (remember the size of the protein sequence 
space!). And the corresponding laboratory protocol 
would also then have to handle 100 PCR experiments 
for each round. One could further argue that no cor-
rection is needed because of the essential certainty of 
fixation in a situation where many beneficial alleles 
are present in a population [55, p. 95]. But the exist-
ence of this situation in the population of molecules 
is precisely one important point that differentiates it 
from natural populations. To properly account for this 
difference we would need to include a factor much 
larger than 100. The situation where 100,000,000 mu-
tations all appear simultaneously and are directed to 
a single function can exist only in the laboratory and 
in fiction. 
     It is possible to criticize our conclusions in view of 
the fact that they are based on simplified calculations, 
rather than on population genetics modeling. How-
ever, there is simply no published model that would 
in population genetics terms adequately reflect the 
experimental protocols of Szostak and coworkers. On 
the other hand, a paper of extraordinary importance, 
in our opinion, was published recently by Chatterjee 
et al. [57]. The authors address a topic highly relevant 
to ours: the time scale that is needed for evolutionary 



innovations. Their key finding is that for arriving at 
functional sequences largely different from the start-
ing one the processes take exponential time in se-
quence length. For a typical sequence of 1000 nucle-
otides, the search does not succeed in geological time 
even if multiple populations are searching at the same 
time, when the search starts from a flat point in the 
fitness landscape: exactly the situation which exists 
when starting from a random sequence. The search is 
unsuccessful even when the target area is very broad:

“The estimated number of bacterial cells on earth is 
about 1030. To give a specific example let us assume that 
there are 1024 independent searches, each with popu-
lation size N~106. The probability that at least one of 
those independent searches succeeds within 1014 gener-
ations for sequence length L=1000 and broad peak of c 
=1/2 is less than 10-26.” 

The search is unsuccessful also when the targets are 
many and broad, regardless of which population size 
is modeled [57, and supplement]. This study thus sup-
ports our conclusion that there is a strict limit to what 
the commonly understood evolutionary processes 
can achieve in terms of new functional proteins of the 
sequences so unrelated that they appear random. 

Probability limit

Of course we are not the first ones to argue that there 
is a limit to what evolutionary processes can achieve. 
For example, Michael Behe in The Edge of Evolution 
and in subsequent work has provided strong evi-
dence that such an edge exists [58]. John Sanford in 
The Genetic Entropy and elsewhere has explained not 
only why natural selection is poor at creating novelty 
in genomes, but also why it is incapable of prevent-
ing genome deterioration [59]. Douglas Axe has giv-
en strong evidence why just a single new protein fold 
remains beyond the reach of evolutionary processes 
[60], and why the novelty these processes can intro-
duce into proteins in terms of amino acid positions 
can be counted by the fingers in one hand [61]. Are 
we then of the opinion that future studies like those 
of Szostak and co-workers are superfluous? By no 
means! But we are convinced that their results will 
only strengthen the conclusion we have expressed 
here.
      In earlier sections of this paper the word probabil-
ity has occurred so many times that we suspect there 
will be readers, especially among philosophers and 
metaphysicians (are the two not dwelling in each one 
of us?), who will exclaim: enough of probability, give 

us certainty! Here is a part of the story a metaphysi-
cian told Bertrand Russell (from his Metaphysician’s 
Nightmare):

“There is a special department of Hell for students of 
probability. In this department there are many type-
writers and many monkeys. Every time that a monkey 
walks on a typewriter, it types by chance one of Shake-
speare’s sonnets. There is another place of torment for 
physicists. In this there are kettles and fires, but when 
the kettles are put on the fires, the water in them freezes. 
There are also stuffy rooms. But experience has taught 
the physicists never to open a window because, when 
they do, all the air rushes out and leaves the room a 
vacuum.” 

In our world, the phenomena of low probability hap-
pen seldom or never, while the phenomena of high 
probability happen frequently or always. This makes 
our world predictable. Today little discussion goes 
on about the phenomena that happen always or fre-
quently because, as noted by Bertrand Russell, the 
truly interesting ones are those that are improbable 
but not impossible. Can one determine where the 
transition from improbable to impossible takes place? 
Others have said a lot on this topic [62, 63], so here we 
will not treat it at all, but we only wish to express our 
agreement with Lorsch and Szostak that an origin of a 
functional biological macromolecule whose probabil-
ity of happening on the earth is below 10-30 ought to be 
considered impossible.

Conservation of information

In recent times a lot of discussion has been ongoing 
regarding the Conservation of Information (CoI) theo-
rem, which states [64]:

”… CoI applies to search, showing that searches must 
employ existing information to successfully locate tar-
gets, and that locating targets through search never 
outputs more information than was inputted into the 
search initially. Searches, in finding targets, output in-
formation. At the same time, to find targets, searches 
need to input information. CoI shows that the output 
cannot exceed the input. ”

The experimental work of Szostak and coworkers pro-
vides, in our opinion, a nice practical demonstration 
of the validity of the Conservation of Information 
theorem. Thus, the search for functional RNA ligas-
es among partially randomized amino acid sequences 
delivered at most 50 bits of new functional informa-



tion, whereas the detailed specification of the method 
of search – in the article by Burckhard Seelig: “mRNA 
display for the selection and evolution of enzymes 
from in vitro-translated protein libraries“ – required 
368,144 bytes x 8 = 2,945,152 bits of PDF file [54]. Just 
the title contains 395 bits (84 letters without spaces). 
The information content of the file without figures 
(53,465 characters, no spaces) would be 231,069 bits. 
It is true that in that protocol not all of information 
relates directly to the search method, but it is also true 
that the proper use of the protocol relies on additional 
information that the researchers possess related to the 
use of instruments, as well as related to other uses of 
information acquired during their specialized educa-
tion. 
     It is thus evident that the input of functional in-
formation has exceeded the output by many orders 
of magnitude. One can argue that we are comparing 
apples with oranges, as the functional information in 
proteins is different from the functional information 
in language. We disagree because, to continue the 
analogy, we are not comparing apples with oranges 
but the mass of the apples with the mass of the orang-
es. This is legitimate because 1 kg is 1kg in both cases; 
so is 1 bit. Should the critics insist that the functional 
information must be of the same kind – whatever that 
may mean – our reply is: then the search for a novel 
functional protein can be done only by an old func-
tional protein; and that is absurd.

Some philosophical considerations

We shall conclude this paper with some thoughts that 
will help our readers place the preceding sections in 
a broader context. Our goal is also to help our philo-
sophical opponents see us as we see ourselves, and see 
themselves as we see them. We are aware that many 
biologists will consider us as mere disturbers of the 
theoretical order of their field, and so they will most 
likely choose to ignore our writings as the strategy to 
deal with them. In doing so, however, they overlook 
that ignoring the experimental findings about which 
we write will not make these findings go away or lose 
their importance. 

Two opposing views

Others will recognize in us disturbers of their view 
of the living world, and ascribe it to our lack of un-
derstanding of the modern evolutionary theory. In so 
doing they implicitly assume that one must agree with 
everything one understands. However, that assump-

tion is false. Some readers may regard as unfair our 
use of scientific data for the criticism of a philosoph-
ical position of others. Should not cherished philo-
sophical positions, personal beliefs and convictions be 
spared from such criticism? Let us see how Friedrich 
Nietzsche (1844-1900) addressed this question (in: 
The Gay Science): 

“In science, convictions have no right to citizenship, as 
one says with good reason: only when they decide to 
step down to the modesty of a hypothesis, a tentative 
experimental standpoint, a regulative fiction, may they 
be granted admission and even a certain value in the 
realm of knowledge — though always with the restric-
tion that they remain under police supervision, under 
the police of mistrust. But doesn’t this mean, on closer 
consideration, that a conviction is granted admission to 
science only when it ceases to be a conviction? Wouldn’t 
the cultivation of the scientific spirit begin when one 
permitted oneself no more convictions? That is probably 
the case; only we need still ask: in order that this culti-
vation begin, must there not be some prior conviction 
— and indeed one so authoritative and unconditional 
that it sacrifices all other convictions to itself? We see 
that science, too, rests on a faith; there is simply no ‘pre-
suppositionless’ science. The question whether truth is 
necessary must get an answer in advance, the answer 
‘yes‘, and moreover this answer must be so firm that it 
takes the form of the statement, the belief, the convic-
tion:  ‘Nothing is more necessary than truth; and in re-
lation to it, everything else has only secondary value.’ 
This unconditional will to truth — what is it? Is it the 
will not to let oneself be deceived? Is it the will not to 
deceive?  …. So, the faith in science, which after all un-
deniably exists, cannot owe its origin to such a calculus 
of utility; rather it must have originated in spite of the 
fact that the disutility and dangerousness of ‘the will to 
truth’ or ‘truth at any price’ is proved to it constantly. 
‘At any price’: we understand this well enough once we 
have offered and slaughtered one faith after another on 
this altar!”

The philosophical convictions that prevail in biolo-
gy today have gained their dominant position by, in 
Nietzsche’s terms, “slaughtering” other philosophical 
convictions, as every educated person knows, in the 
name of scientific truth. For this reason those same 
prevailing convictions of today cannot ask for clem-
ency; and furthermore, there is no one who could 
grant them such a clemency. Science moves forward 
in complete disregard of everyone’s philosophical 
convictions, cherished or not. 



Science as judge

We are aware that some philosophers have argued, 
and will continue to argue that the relationship be-
tween science and philosophy as Nietzsche, we and 
many others understand it is wrong because, they will 
contend, it is not science that judges philosophy, but 
philosophy that judges individual sciences. We deny 
the validity of this objection. But with an important 
qualification: science cannot judge which philosophi-
cal position is true, but it can judge which philosoph-
ical position is false. Every such judgment is of course 
philosophical, and not scientific. In our opinion, the 
acceptance of this view was the necessary condition 
for the birth of modern science in Europe. That view 
is possibly best expressed in a single sentence of Leon-
ardo da Vinci (1452-1519) (in: Notes, 1157): 

“The man who blames the supreme certainty of math-
ematics feeds on confusion, and can never silence the 
contradictions of sophistical sciences which lead to an 
eternal quackery.”

Later this same view was expressed, further de-
veloped and reduced to practice by Galileo Galilei 
(1564-1642), and many others who followed in their 
footsteps. The current paper is not the right place to 
review or discuss the history of science even in a cur-
sory manner; here we shall instead take advantage of 
several key words from the above pregnant sentence 
of Leonardo da Vinci.
     The above sentence was penned at the time when 
discussions on some philosophical questions had 
continued, according to written records available to 
Leonardo, for over 2,000 years. No wonder then that 
Leonardo says such discussions could continue for-
ever without resolution, and because of that they are 
nothing else but quackery. Many scientists of our time, 
us included, would agree with Leonardo, perhaps with 
minor reservations.
    If a philosophical question can be associated or 
analyzed in the terms that can be treated mathemat-
ically, then of the two contradictory answers to the 
philosophical question one can be silenced thanks to 
the supreme certainty of mathematics. Again, we be-
lieve that most scientists of today, including us, would 
agree with Leonardo. And isn’t a person refusing to 
accept the certainty of a mathematical proof feeding 
on confusion, and thus responsible for the continued 
existence of the confusion?
     Now we have come face to face with the crucial issue: 
How is it possible that the scientists who are in agree-
ment regarding results of a mathematical treatment 

of a set of experimental data relevant to a philosoph-
ical question, can nevertheless totally disagree about 
which one of the two contrary philosophical answers 
is true? To resolve this issue we need to look closer at 
Leonardo’s “contradictions of sophistical sciences”.

Fictitious arguments

The term sophistical has several different, but related, 
meanings described in detail in Plato’s Sophist (we like 
the translation by Benjamin Jowett). Thus:

“The philosopher he cannot be, for upon our view he is 
ignorant; but since he is an imitator of the wise he will 
have a name which is formed by an adaptation of the 
word sophos. What shall we name him? I am pretty sure 
that I cannot be mistaken in terming him the true and 
very Sophist.” And further: “And may there not be sup-
posed to be an imitative art of reasoning? Is it not possi-
ble to enchant the hearts of young men by words poured 
through their ears, when they are still at a distance from 
the truth of facts, by exhibiting to them fictitious argu-
ments, and making them think that they are true, and 
that the speaker is the wisest of men in all things?”

Do we wish to suggest that the plausibility of one of 
the two contradictory answers is maintained by ficti-
tious arguments? Yes, we do; but in place of a lengthy 
logical exposition, let us address this question with 
help of practical examples and real-life situations fa-
miliar to scientists. 
     When a chemist completes the synthesis of a nov-
el compound, what makes him sure that he has ac-
tually obtained that specific compound and not any 
one of the millions of other possible compounds? The 
chemist would reply: I know which reactants I took 
for the reaction and they limit the number of possible 
compounds that can be formed; further, I subjected 
the reaction product to several powerful purification 
procedures and obtained one major component; and 
finally, the purified compound was subjected to ele-
mental analysis, polarimetry, 1H-NMR, 13C-NMR, IR 
and HPLC-MS, and all the data are consistent with 
my structural formula for the compound. You are still 
not convinced? Well, show me then your alternative 
formula that will not contradict any of my analytical 
results. Here the discussion would end; not in one in-
stance or two, but in about 50,000,000 instances, once 
for each of the about 50,000,000 different compounds 
which chemists have synthesized to date.  
     The supreme certainty of the chemist rests on the 
principle of non-contradiction. The principle was first 
formulated by Aristotle (384 – 322 B.C.E.), who built 



on criticism of the sophists by Socrates and Plato. 
This first principle of logic states that, in the words of 
Aristotle, “it is impossible that contradictories should 
be at the same time true of the same thing” where “a 
contradiction is an opposition which of its own nature 
excludes a middle”. Another well-known formulation 
is: “Nothing can be, and not be, at the same time.” Thus, 
for example, when a substance is identified as sulfuric 
acid then it cannot not be sulfuric acid at the same 
time. This may sound trivial, but it is not, as we shall 
see immediately.

Hegelian logic

The principles of Aristotelian logic were further devel-
oped and remained essentially unchallenged for over 
2,000 years till the early nineteenth century, when He-
gel (1770-1831) in his “The Science of Logic” attacked 
them head-on. This quote from Wallace’s translation 
(p. 223) serves as an illustration:

“Instead of speaking by the maxim of Excluded Mid-
dle (which is the maxim of abstract understanding) 
we should rather say: Everything is opposite. Neither 
in heaven nor in earth, neither in the world of mind 
nor of nature, is there anywhere such an abstract ‘Ei-
ther-or’ as the understanding maintains. Whatever ex-
ists is concrete, with difference and opposition in itself. 
The finitude of things will then lie in the want of cor-
respondence between their immediate being, and what 
they essentially are. Thus, in inorganic nature, the acid 
is implicitly at the same time the base: in other words, 
its only being consists in its relation to its other. Hence 
also the acid is not something that persists quietly in the 
contrast: it is always in effort to realise what it poten-
tially is. Contradiction is the very moving principle, of 
the world: and it is ridiculous to say that contradiction 
is unthinkable.”

We believe our comments would be of no help in 
making clearer the clash with Aristotelian logic. But it 
is necessary to emphasize this: For Aristotelian logic a 
contradiction is what a stop codon is for the ribosome, 
what the end of the road is for the car driver, and what 
land is for the sea captain; ignoring the contradiction 
leads inevitably to disaster. In contrast, for Hegelian 
logic a contradiction is the very moving principle of 
the world, it is everywhere the fuel that powers de-
velopment; and so there is no reason to worry about 
when faced with a contradiction. As Benjamin Jowett, 
the translator of Sophist and himself a disillusioned 
Hegelian, said: 

“To the Hegelian all things are plain and clear, while 
he who is outside the charmed circle is in the mire of 
ignorance and ‘logical impurity’:  he who is within is 
omniscient, or at least has all the elements of knowledge 
under his hand.”

The contemporary biochemistry represents a battle-
field on which these two incompatible logical systems 
clash: the biochemists coming from the chemistry 
side are largely Aristotelians, while those coming 
from the biology side are often Hegelians. No possi-
bility exists for convincing a consistent Hegelian that 
he is in error, simply because every proof rests on the 
principle of non-contradiction, which our Hegelian 
not only denies, but builds on that denial his picture 
of the world. On the other hand, it is hardly surprising 
that Aristotelians find all kinds of logical errors in the 
arguments that Hegelians use to justify their convic-
tions. Now we shall address some exemplars of these 
errors. 

Contradictio in adjecto in modern biochemistry

In relation to the topic of this paper, the most fre-
quently encountered logical error is known as contra-
dictio in adjecto (CIA), in which the meaning of the 
adjective stands in opposition to the meaning of its 
noun. The often used classic example is wooden iron. 
One can easily see why it is a logical error. Just try to 
answer this question: Will wooden iron sink or float? 
Any of the two answers can be justified, and chal-
lenged, in so many different ways that the only pos-
sible outcome can be Leonardo’s eternal quackery. 
When confronted with a wooden iron, only one ques-
tion is allowed: Does it exist? The answer No prevents 
all the quackery.
     The term directed evolution is a similar contradictio 
in adjecto. One can see this by asking the question: 
Will directed evolution move toward a certain goal? 
One can answer: Yes, because otherwise it would not 
be directed. But one can also answer: No, because the 
hallmark of Darwinian evolution is the absence of any 
preferred direction [65-71]. 
     The adjective directed generally implies intention 
and therefore intelligence; but the noun evolution in 
its meaning excludes intention and intelligence. Be-
cause two contrary answers cannot both be true, but 
here both are allowed to be true, the term directed 
evolution does not denote anything truly existing in 
nature; it is therefore a meaningless phrase for natural 
scientists. But why would anyone coin a meaningless 
phrase? Let us analyze an example of its role: 



“Protein engineering is a method of generating altered 
proteins with desirable properties and can be pursued 
by two general strategies. The first approach is a ration-
al design that uses detailed knowledge of the structure 
and function of a protein to make useful changes to the 
amino acid sequence. The second approach harnesses 
the power of natural selection to modify the protein’s 
properties and is known as directed evolution. “[54]

Here the role of “directed evolution” is to make it dis-
tinct from “rational design”. This second phrase rep-
resents also a contradictio in adjecto; the placing of 
adjective “rational“ in front of “design“ implies that 
design can be irrational too (see below). But that is 
contradictory to all generally accepted definitions of 
design, some of which are described in the Introduc-
tion. In the text quoted above, one CIA is opposed to 
another CIA in an attempt to hide the evident, which 
is this: both scientific approaches represent design, 
pure and simple. But when so, obviously, there is no 
place for natural selection.
     The above sophistical reasoning allows its follow-
ers to believe that the type of experiments reviewed in 
this paper mimic or simulate the processes that take 
place in nature, when in fact such experiments probe 
the limits of these processes. This fact, however, makes 
no sense at all in the philosophical system of all those 
who believe that everything living today is the result 
of those processes. For them, those processes can have 
no limit that scientists could probe. 
     There are numerous other wooden irons of the same 
kind intended to serve the same purpose: to blur the 
distinction between design and evolution, or even to 
equate the two. Here we will mention a few exem-
plars, like “evolutionary strategy”, “evolutionary de-
sign”, “coordinated evolution”, “laboratory evolution” 
and “in vitro evolution”, but particularly noteworthy 
is “irrational design”. Some authors even choose these 
CIAs for the title or key words [72-74]. A quick search 
of the literature with these CIAs will reveal thousands 
of papers. We see no point in dealing further with 
them here. But we cannot refrain from dealing with 
an extreme case: “intrinsically disordered proteins“. 
The two adjectives, intrinsically and disordered serve 
to deny what every natural protein molecule by its 
very nature is: a polymer of amino acids ordered in a 
perfectly defined way, the order being determined by 
the protein primary amino acid sequence, and equal-
ly determined by its corresponding mRNA and DNA 
sequences. This fundamental truth of biochemistry is 
well expressed by Francis Crick [75]: 

“To produce this miracle of molecular construction all 
the cell need do is to string together the amino acids 
(which make up the polypeptide chain] in the correct 
order” [boldface is ours; in the original these words 
were in italics].

Therefore, a better case for identifying contradictio in 
adjecto with logical error can hardly be found. Let us 
now see the practical consequences: 

“Alternatively spliced protein segments tend to be intrin-
sically disordered and contain linear interaction motifs 
and/or posttranslational modification sites. An emerg-
ing concept is that differential inclusion of such disor-
dered segments can mediate new protein interactions, 
and hence change the context in which the biochemi-
cal or molecular functions are carried out by the pro-
tein. Since genes with disordered regions are enriched 
in regulatory and signaling functions, the resulting 
protein isoforms could alter their function in different 
tissues and organisms by rewiring interaction networks 
through the recruitment of distinct interaction partners 
via the alternatively spliced disordered segments.“ [76]

Accordingly, something disordered contains “inter-
action motifs“ and “modification sites“, “is enriched 
in regulatory and signaling functions“ and can re-
cruit “distinct interaction partners“. In short, disor-
der brings function. We raise our voice against such 
a corruption of biochemistry, the science to which we 
have devoted a large part of our lives. And for the cor-
ruption we put the blame squarely on the intrusion 
of Hegelian logic. We are not the first ones to address 
philosophical implications of “intrinsically disordered 
proteins“ [77]. This term was not chosen by accident 
among many options – of which some like “partially 
folded” reflect the reality – but with the intention to 
forcefully associate the concept of disorder with pro-
teins, as explicitly stated by Uversky [78].
     The concepts that scientists use to describe a part 
of reality they investigate reflect their philosophical 
views. Recently, David Snoke pointed out how in the 
field of systems biology the scientists employ many 
teleological concepts, like design, information pro-
cessing and optimization. In spite of the fact that these 
concepts belong to the intelligent design (ID) view of 
biology, many contemporary scientists who use these 
concepts apparently still believe that they continue to 
work within the Darwinian research program [79]. 
Their belief is maintained by the confusion regarding 
the true meaning of terms, a problem we discussed 
above related to biochemistry. 



Contradictions – to be ignored or resolved?

Our readers with philosophical background will rec-
ognize that in the above discussion on the meaning 
of terms we have taken the position of logical positiv-
ists, in particular Schlick [80]. Specifically, we share 
his views that in answering certain questions there is 
no difference between the method of philosophy and 
special sciences, and that the meaning of a claim is 
clear to us only when we are able to state accurate-
ly the conditions that must be satisfied if the claim 
is to be true. If the conditions are not satisfied, then 
the claim is false. In other words, the criterion for the 
truth or falsity of the proposition then consists in the 
absence or presence of certain data under specific cir-
cumstances. 
     Why do many biologists simply ignore the exper-
imental data that contradict their established theory? 
Such behavior is to be expected from all those who 
follow contradictions-tolerant Hegelian logic. In the 
recently published dispute between two streams of 
evolutionary biologists [81], one cannot find a single 
sentence about the fact that genome sequencing has 
uncovered enormous number of novel genes and pro-
teins. Our writing about these experimental results 
will likely be labeled as hostile to science by evolution-
ary biologists. But we wonder if they really do not see 
that such a conclusion is derived from a false equa-
tion: science = contemporary evolutionary theory.
    How can one explain the current situation? Is 
Nietzsche perhaps right again (from: A Genealogy of 
Morals, Hausemann’s translation)?

“Oh, how much is to-day hidden by science! Oh, how 
much it is expected to hide! The capacity of our best 
scholars, their inconsiderate industry, their head reek-
ing, fuming, day and night, their handicraft-mastery: 
— how often all this finds its ultimate sense in the fact 
that they wish to hide something from themselves! Sci-
ence as a means of self-narcosis — ye know of that?”

Many of our colleague scientists will likely feel a 
strong urge to run away from all these philosophical 
issues by summarily declaring, with Stephen Hawk-
ing: “Philosophy is dead!” We answer with Etienne 
Gilson’s quote: “Philosophy always buries its undertak-
ers“. To find out why, it is necessary to read philoso-
phy. We recommend reading the original texts of the 
major philosophers – most of them are freely availa-
ble on the Internet – rather than the writings of their 
followers, adversaries, or commentators. After some 
time you will start feeling that Ph.D. means more than 
before when associated with your name.

We shall conclude this paper by commenting the last 
two sentences of the On the Origin of Species:

“Thus, from the war of nature, from famine and death, 
the most exalted object which we are capable of con-
ceiving, namely, the production of the higher animals, 
directly follows. There is grandeur in this view of life, 
with its several powers, having been originally breathed 
into a few forms or into one; and that, whilst this planet 
has gone cycling on according to the fixed law of gravity, 
from so simple a beginning endless forms most beautiful 
and most wonderful have been, and are being, evolved.“

The quintessential question, however, is not wheth-
er there is grandeur in this view of life, but whether 
there is truth in this view of life. Our resolute answer 
is No; there is no truth in that view of life, based on 
several independent lines of published experimental 
results. The data reviewed here are sufficient for the 
conclusion that the war of nature, famine and death, 
which would eliminate hundreds of trillions of indi-
viduals, could at best produce just a single protein of 
poor functional activity outside of the cell and of no 
functional activity inside the cell. 
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