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Abstract. In this paper we identify the superposition principle as a main
source of problems in QM (measurement, collapse, non-locality etc.). Here
the superposition principle for individual systems is substituted by the anti-
superposition principle: no non-trivial superposition of states is a possible
individual state (for ensembles the superposition principle is true).

The modified QM is based on the anti-superposition principle and on the new
type of probability theory (Extended Probability Theory [1]), which allows
the reversible Markov processes as models for QM.

In the modified QM the measurement is a process inside of QM and the
concept of an observation of the measuring system is defined. The outcome
value is an attribute of the ensemble of measured systems. The collapse of
the state is substituted by the Selection process. We show that the derivation
of Bell’s inequalities is then impossible and thus QM remains a local theory.

Our main results are: the locality of the modified QM, the local explanation
of EPR correlations, the non-existence of the wave-particle duality, the solu-
tion of the measurement problem. We show that QM can be understood as
a new type of the statistical mechanics of many-particle systems.
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1 Introduction

There are (at least) two un-solved problems (in fact, contradictions) in QM.

(i) universality of QM

(ii) non-locality of QM.

1.1 The problem of the universality of QM.

The key principle of QM is the principle of superposition: let φ and ψ be
two possible states of the system and let α,β are complex numbers. Then

αφ + βψ,

is also the possible state of this system.

Let us consider the two possible states of an electron, one is localized in
Tokyo and the second in Paris. Then the state

ψelectron = αψelectronTokyo + βψelectronParis , α, β ≠ 0, α, β ∈ C (1A1)

is a possible state of an electron (at least in the standard QM).

Let us consider the cat (which is alive) and the two of its possible states;
ψcatTokyo, ψ

cat
Paris. It is evident, that (for α,β ≠ 0)

ψcat = αψcatTokyo + βψ
cat
Paris (1A2)

is not the possible state of the cat1.

The principle of the universality of QM asserts that QM holds equally for
the microworld as for the macroworld. This universality of QM implies that
(1A1) is wrong, since it contradicts to (1A2).

1The diameter of the support of the cat is smaller than 1 meter. Thus the support of
the cat cannot intersect both Tokyo and Paris. It is then clear that (1A2) cannot be the
state of the cat.
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The basis of our approach is the idea that not only the principle of superpo-
sition is not true, but the idea that the opposite is true.

The principle of anti-superposition.

Let φ and ψ are two distinct states of the individual system S and
let α,β ≠ 0 are two complex numbers. Then

αφ +βψ

is not a possible state of S. ◻

By this way the modified QM arises, which is based on the following

(i) for states of the individual system the principle of the anti-superposition
holds

(ii) for ensembles the principle of superposition holds.

By an ensemble we mean the set of systems prepared in the same way.

The principle of superposition for ensembles implies that all calculations
in the standard QM can be transported to the modified QM. It is clear
that each assertion of QM can be reformulated for ensembles. In fact, this
reformulation is natural since all QM assertions have probabilistic character
(QM predicts only probabilities of results).

Such reformulated assertion will be true also in the modified QM..

1.2 The problem of the non-locality of QM

Bell’s inequalities imply that

QM+locality ⇒ contradiction.

The standard conclusion of this implication is the non-locality of QM. (The
proof is given by the contradiction, so that it is non-constructive, i.e. no
description of the non-local mechanism is proposed.)

The problem stays in the fact that the theory of elementary particles is based
on
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(i) The special theory of relativity

(ii) QM

We clearly have
Special relativity⇒ locality

QM+locality⇒ contradiction

so that

Special relativity+QM ⇒ contradiction 2.

The true problem is the local explanation of EPR correlations.

Alice and Bob measure the value of the spin (in the z-direction which is cho-
sen arbitrarily by them) for the EPR pair and the result is always opposite.
The problem is to explain this.

(i) Let us assume that the Alice’s value is random. Then this random value
cannot be locally (causally) transported to Bob.

(ii) There is another possibility, that the Alice’s and Bob’s result are pre-
determined. But then there are Bell’s inequalities as a consequence of
this pre-determination. Bell’s inequalities contradicts to QM.

(iii) As a consequence we obtain the impossibility to locally explain the EPR
correlations. If we have no local explanation of EPR correlations, we
must reject the locality of QM!

Now we shall show (very roughly) that in the modified QM the local explana-
tion of EPR correlations is possible. The procedure is roughly the following
(details are given bellow):

2It is often mentioned the problem of the incompatibility between General Relativity
and QM. But the contradiction between Special Relativity and QM is effective as well and
these theories are used in the same region, i.e. in the micro-world.
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(i) The individual experiment can be considered as an element of an en-
semble E, which can be obtained as many-times repetitions of the given
experiment (so-called virtual ensemble consider bellow). The virtual
ensemble E can be the true ensemble, if the experiment is repeated.

(ii) Let us assume that Alice has obtain the value spin = +1. (The value
+1 is an example, the case spin = −1 is similar.)

This situation means that the individual system S will be the element
of the sub-ensemble

E′ = {S ∈ E ∣ Alice has measured spin = +1 on S1}

(iii) Now, one can show that for each S ∈ E′ the Bob’s measurement gives
the values spin = −1

There is a question.

How the information that Alice has obtained spin = +1 is locally transferred
to Bob? The answer will be given bellow.

1.3 The organization of the paper

In the second part we shall study the probabilistic model for the real QM
based on the new type of the probability theory (EPT=Extended Probability
Theory) introduced in [1].

The real QM is much simpler than the true complex QM. In the complex
QM there is one more problem: the inner complex structure which is absent
in the real QM.

The real QM is quite close to EPT and this makes the study of the real QM
quit clear.

Sections 2.1.-2.10. contain the necessary concepts and results. Sect. 2.11.
contains the main result: the local explanation of EPR correlations.

In the third part the methods and results obtained for the real QM are gen-
eralized to the case of complex QM. Results are similar, the local explanation
of the EPR correlations is analogical to the real QM case (Sect. 3.4).
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In the forth part we summarized the principles and results of the modified
QM and we stress the main result – the locality of QM based on the anti-
superposition principle.
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(Charles University, Prague) for helping me with the preparation of this
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2 The model for the real Quantum Mechanics

We shall start with the study of the real QM, which is simpler then the true
QM and is closer to the extended probability theory.

2.1 States of individual systems and their observability

We start with the Principle of the anti-superpostion. It states that the state
of the individual system cannot be a superposition of other states of this
individual system. Then it can be expected that

D =DS = {s1, . . . , sn}. (2A1)

No si is the superposition of other states of D.

In principle D could be countable infinite but we shall assume that D is
finite. S is a simple system if its state space DS is finite.

Simple systems correspond to systems in the standard QM which Hilbert
space of states is finite dimensional.

In each probability theory it is possible to observe the individual system
S and to find the state s ∈ D in which the system actually occures. This
observation has no influence on the state of S.

2.2 The probability distributions and ensembles

In each probability theory it is possible to assume that the system S can be
found in different states s ∈D with some probabilities.

It is clear that the classical (Kolmogorov) probability theory cannot describe
QM (see [1]). The main reason is the time reversibility of the time evolution
in QM. In fact, in the standard probability theory only trivial reversible
evolution is possible.

This implies that a certain non-standard probability theory must be used in
the description of QM. This non-standard probability theory must contain
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the possibility of the time-reversible evolution.

Such a probability theory was proposed and developed in [1] under the name
of Extended Probability Theory (EPT). In EPT there is an extended space
of events containing certain non-classical events. These non-classical events
arise as indistinguishable unions of standard events (see [1] for the detailed
description of EPT). Here we shall use only basic consequences of EPT ob-
tained in [1]. The main concepts in EPT are the incompatibility of events
and the concept of a context.

In the classical probability theory the probability distribution is function

p ∶D → [0,∞) (2B1)

satisfying

∑
x∈D

p(x) = 1. (2B2)

In EPT the probability distribution must determine the standard probabil-
ity distribution in each context. It is shown in [1] that then the extended
probability distribution is a function

p ∶D ×D → R. (2B3)

where the following conditions are satisfied

p(x, y) = p(y, x), ∀x, y ∈D (symmetry) (2B4a)

∑
x,y∈D

p(x, y)f(x)f(y) ≥ 0, ∀f ∶D → R (positivity) (2B4b)

∑
x∈D

p(x,x) = 1 (normalization). (2B4c)

The spectral decomposition theorem says that there exists vectors

ui ∈ HD = {u ∶D → R}, i = 1, . . . , n
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and
λ1, . . . , λn ≥ 0

such that
p =

n

∑
i=0
λiui ⊗ ui (2B5)

where

(u⊗ v)(x, y) = u(x)v(y). (2B6)

Definition 2B1. The (extended) probability distribution p ∶ D ×D → R is
non-dissipative if there exists a vector u ∈ HD such that

p = u⊗ u (2B7)
(see [1]).

The vector u is called the state vector of p or a generating vector of p.

The spectral decomposition formula (2B5) then says that each extended prob-
ability distribution can be written as a convex combination of non-dissipative
probability distributions.

The extended probability distribution p from (2B3) then defines the proba-
bility distribution in all possible experiments (see [1]).

We shall understood p as a state of an ensemble resulting from a given prepa-
ration process.

2.3 The time evolution

In the probability theory, there is usually given the law of the time evolution
of the probability distribution.

In EPT, the time evolution need not be reversible, but in QM the reversibility
is required. There is a question, which reversible time evolution in EPT is
possible.
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It can be shown that the "reasonable" reversible time evolution in EPT is
given by the group of orthogonal transformations (see [2]).

We shall use the following definition of the time evolution in the real QM.

Definition 2C1.

(i) Each possible time transformation of the probability distribution in the
real QM is generated by an orthogonal transformation

O ∶ HD →HD (2C1)

by the formula
Tp = OpO⊺ (2C2)

i.e.
T (p)(x, y) = ∑

u,v∈D
O(x,u)O(y, v)p(u, v)

where HD = {f ∶ D → R} is the real Hilbert space with norm ∣∣f ∣∣ =
(∑ f(s)2)1/2.

(ii) The time evolution of the system in the real QM is given by the one-
parameter group of orthogonal transformations

G = {Ot}t∈R

where the evolution group {Tt}t∈R is given by

Ttp = OtpO
⊺
t , t ∈ R.

The group {Tt}t∈R describes the reversible time evolution of the ex-
tended probability distribution p. ◻

2.4 Ensembles

It is the general property of any probabilistic system that the probability
distribution is not an attribute (a property) of an individual system, but it
is an attribute of an ensemble.
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The ensemble of systems is generally defined as a set of systems prepared in
the same way

E = {S1, . . . , SN}. (2D1)

It is assumed that N is sufficiently large (matematically N →∞). We assume
that the spaces of individual states are same

DS1 = . . .DSn =DE. (2D2)

We shall assume also that systems S1, . . . , SN are statistically independent.
This means that what happens with the system Si has no influence on the
system Sj, j ≠ i.

We shall use the basic theorem of the standard probability theory, that there
exists the stabilisation of relative frequences in the ensemble E (if N →∞).

This means that to each ensemble E there esists an extended probability
distribution

p ∶DE ×DE → R. (2D3)

The proof of this statement needs more details from the Extended probability
theory, so we shall use this stabilization as an assumption. We shall assume
that to each ensemble E prepared in a certain way there exists an extended
probability distribution p ∶ DE × DE → R which describes the state of an
ensemble E.

We shall say that two ensembles E1,E2 are similar if they have the same
spaces of individual states

DE1 =DE2 .

We shall say that two similar ensembles E1,E2 are equivalent if they have
the same extended probability distribution (i.e. they are in the same state).
This means that two equivalent ensembles behave in the same way.
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Definition 2D1.

(i) We shall denote by E(D;p) the class of equivalent ensembles having the
same space D of individual states and being in the same state p. The
time evolution of ensembles from E(D;p) are the same

Tt ∶ E ∈ E(D;p) ↦ E′ ∈ E(D;p′) (2D4)

where
p′ = OtpO

⊺
t

The time evolution maps ensembles from E(D;p) onto ensembles from
E(D;p′).

(ii) We say that p is the state of an ensemble E if E ∈ E(D;p). ◻

There is a useful inequality which is a consequence of the positivity (2B4b)
(see [1])

∣p(x, y)∣2 ≤ p(x,x) ⋅ p(y, y), x, y ∈D. (2D5)

and also

p(x,x) ≥ 0, x ∈D. (2D6)

As a consequence we obtain the implication

p(x,x) = 0⇒ p(x, y) = p(y, x) = 0, ∀x, y ∈D. (2D7)

There are basic concepts connected with the extended probability distribu-
tion p.

Definition 2D2.

(i) spt 1p = {x ∈D ∣ p(x,x) > 0}
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(ii) sptp = {(x, y) ∈D ×D ∣ p(x, y) ≠ 0}

(iii) the state p is deterministic if there exists x0 ∈D such that sptp = (x0, x0)

(iv) the state p is semi-deterministic, if

spt 1p ≠D. ◻

There are simple consequences of these definitions

sptp ⊂ spt 1p × spt 1p. (2D8)

If p = f ⊗ f, f ∈ HD i.e. p is non-dissipative (2D9)

then

spt 1p = spt f, sptp = spt f × spt f.

Let E is an ensemble in the state p, i.e.

E = {S1, . . . , SN}, E ∈ E(Σ;p).

We shall describe the relation between states of individual systems S1, . . . , SN
and the state of an ensemble E.

We have a function ISt (=the individual state function)

ISt ∶ S ∈ E↦ ISt (S) ∈D

and a function CSt (=collective state function)

CSt ∶ E↦ CSt (E) = p = the state of ensemble E.

The individual state ISt (S) can be observed without influencing the system.
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The probability postulate.

In the sequence
ISt (S1), . . . , ISt (SN)

the state s ∈D occures with the relative frequency p(s, s), i.e. the probability
distribution of individual states in E is given by the classical probability
distribution

pcl(s) = p(s, s), s ∈D. (2D10)

We shall assume the rule stating that events with zero probability never
happen. As a consequence we obtain

ISt (S) ∈ spt 1p, ∀S ∈ E (2D11)

Let δs0 ∶D → R, s0 ∈D is the function

δs0 ∶ s ∈D ↦ δs0s ∈ {1,0} (2D12)

where δs0s = 1 for s = s0, δs0s = 0 otherwise.

In the special situation, where the ensemble E is in the deterministic state
we have the simple but very important consequence.

The principle of individualization.

If the state p of an ensemble E is deterministic, p = δs0 ⊗ δs0 for some s0 ∈D,
then

ISt (S) = s0, ∀S ∈ E

(this is the consequence of (2D11) since spt 1(δs0 ⊗ δs0 = {s0})

What is the relation between the individual state of S ∈ E and the state of an
ensemble E? We have already considered the condition (2D11) as a necessary
condition. But is also (2D11) also a sufficient condition?
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In general, in each probability theory there is an assumption, that each event
can be independently repeated. This means repeated on another places or in
another times. As a consequence we obtain that each individual system can
be considered as an element of certain ensemble. The probability distribution
(non-deterministic) cannot be an attribute of the individual system , but it
can be an attribute of an ensemble. There is a question of possible states of
this ensemble. The answer is given by the Principle of Virtual Ensemble. It
says that the condition (2D11) is also sufficient.

The principle of the virtual ensemble.

Let S0 is a system in the individual state

ISt (S0) = s0 ∈D

and let p ∶D ×D → R be an extended probability distribution on D.

If
s0 ∈ spt 1p

then there exists an ensemble E ∈ E(D;p) such that

S0 ∈ E.

There is a question how to construct an ensemble with the given probability
distribution p.

The procedure is the following:

(i) We assume that we have a classical probability distribution

λ ∶D → [0,1], ∑
s∈D

λ(s) = 1.

In the standard way it is possible to construct the ensemble E(in) with
the classical distribution λ, where the relative frequency of the state
s ∈D is equal to λ(s). This state is described by the extended proba-
bility distribution

p(in) = ∑
s∈D

λ(s)δs ⊗ δs (2D13)

(i.e. p(in)(s, s) = λ(s), p(in)(s, t) = 0, ∀s ≠ t).
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(ii) Let {fi}ni=1 is an orthogonal bases in HD. We shall define the orthogonal
transformation O by

O ∶ δsi ↦ fi, ∀i = 1, . . . , n. (2D14)

This orthogonal transformation defines the new ensemble E′ ∈ E(D;p′)
where

p′ = Op(in)O⊺ =
n

∑
i=1
λ(si)fi ⊗ fi (2D15)

(iii) In this way we obtain the ensemble in the state (2D15). But any possible
state of an ensemble can be written in the form (2D15).

2.5 Superpositions and ensembles

For individual systems the principle of anti-superposition holds:

no non-trivial linear combination of individual states is a possible individual
state. For ensembles, the superposition principle holds in the full extend.

The so-called principle of superposition is not internally completely consistent
(the principle is not in-correct, but its formulation is not usually correct).

The standard formulation is the following.

Proposition 2E1. Let

p = f ⊗ f, q = g ⊗ g

are two non-dissipative states of an ensemble E. Let α, β ∈ R are two real
numbers

Then the state
r = N−1h⊗ h, h = αf + βg

is also a possible state of this ensemble where N is a normalization factor.

Proof.

∑ r(x, y)η(x)η(y) = ∑h(x)h(y)η(x)η(y) = ∣∑h(x)η(x)∣2 ≥ 0 ◻
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The statement of the superposition principle is not correct, since f and g are
not uniquelly determined by p and q. We have

p↔ {εf ∣ ε = ±1} (2E1)

As a superposition we have

{(αf + εβg) ⊗ (αf + εβg) ∣ ε = ±1} =

= {α2f ⊗ f + β2g ⊗ g + εαβ[f ⊗ g + g ⊗ f] ∣ ε = ±1} ◻

The comparison of individual states with collective states is following:

(I1) The space of possible states of an individual system D is finite and
any superpositions are forbidden.

(E1)The space of possible states of an ensemble is the set σD given by

{p ∶D ×D → R ∣ p is symm., p ≥ 0, trp = 1} (2E2)

which is un-countable and satisfies the principle of superposition.
Moreover, this state space is closed with respect to convex combi-
nations.

(I2) The time evolution of the state of the individual system is ran-
dom and there does not exist an operator of time evolution of the
individual system.

(E2)The time evolution of the state of the ensemble is continuous, deter-
ministic and time-reversible given by the group of transformations
{Tt}t∈R where

Tt ∶ σD → σD, Tt(p) = OtpO
⊺
t

and {Ot}t∈R is the one-parametric group of orthogonal transforma-
tions in the real Hilbert space HD. If the state Tt0(p) is determin-
istic then, in general, the state Tt(p), t ≠ t0 is not deterministic

(I3) Observing the individual system S we find the individual state
ISt (S) ∈D.
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(E3)If we observe individual states ISt (S) of system S ∈ E we can
obtain (calculating relative frequences of S ∈ E) the probability
distribution

pdiag(s) = p(s, s), s ∈D.

For the calculating of the non-diagonal elements p(e, e′), e′ ≠ e,
we must consider the ensemble E in other contexts (see [1]). The
exact procedure will be described in another paper [4].

In general, the information on the individual system S can be obtained from
the fact that S ∈ E, i.e. from the participation to certain ensemble. This will
be analyzed below.

2.6 The selection process and the corresponding prob-
ability

The process of the selection is a necessary part of any probability theory. It is
based on the possibility to create a subensemble E′ from the given ensemble
E. This possibility of choice depends on the set of attributes of an individual
system S ∈ E. But the individual system has only one proper attribute - the
individual state ISt (S) ∈ D of S. There is a unique possibility - to choose
the set A ⊂D, A ≠ 0 and to set

E′ = SA(E) = {S ∈ E ∣ ISt (S) ∈ A}. (2F1)

Example. (The Brownian particle.)

Let us consider the situation, where the possible positions of the particle
forms the finite set D ⊂ R3 (the discrete approximation, for example). The
state of an ensemble will be given by the probability distribution

p ∶D → [0,1], ∑p(s) = 1.

Let us consider the set A ⊂D, A ≠ 0. If E ∈ E(D;p) and ∑s∈A p(s) > 0, then

E′ = {S ∈ E∣ ISt (S) ∈ A} = SA(E)} (2F2)

will satisfy
E′ ∈ E(D;p′)
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where
p′ = p ⋅ X (A; ⋅) ⋅ P −1

A (2F3)

PA = ∑s∈A p(s) = "probability that s ∈ A" ; here X(A′; ⋅) is the characteristic
function of A. Thus the change of an ensemble

SA ∶ E↦ E′

creates the change of the probability distribution

CA ∶ p↦ p′ (2F4)

described above (assuming PA > 0). ◻

It is completely natural that the change SA of an ensemble generates the
change CA of the probability distribution. Thus the so-called "probabilistic
collapse" CA is a derived effect (the natural consequence) of the original
change SA ∶ E↦ E′ which describe the selection process.

The transformation SA ∶ E ↦ E′ is the "instanteous, non-local and global"
change, since it is the change of an ensemble, i.e. the change of the defini-
tion of an ensemble. The change of the definition is a mental process. The
corresponding (derived) change CA of the probability distribution is a con-
sequence of SA. CA cannot be considered as a change of the state of a given
ensemble - it is the ensemble, which is primarily changed. ◻

The situation in EPT is analogous.

For A ⊂D, A ≠ 0 we define

SA ∶ E↦ E′ = {S ∈ E∣ ISt (S) ∈ A} = SA(E) (2F5)

Proposition 2F1. Let E ∈ E(D;p), and ∑s∈A p(s, s) > 0. Then

SA(E) = E′ ∈ E(D;p′)

where p′ = CA(p) and

p′(s, s) = p(s, s) ⋅ X (A; s) ⋅ X (A; s) ⋅ P −1
A
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PA = ∑
s∈A

p(s, s) = "probability that s ∈ A". (2F6)

Proof. This assertion is intuitively clear, but it needs a careful analysis. We
shall postpone this analysis to the next paper. This needs the consideration
of so-called semi-classical contexts (see [1] for more details). ◻

We can define the selection process

SA ∶ E↦ E′, E ∈ (D;p)

where
E′ ∈ E(D;p′)

and the corresponding change

p↦ p′ = CA(p)

of the probability distribution.

These changes (SA and CA) are instantaneous and non-local but they are
generated by the mental change - the redefinition of an original ensemble.

The selection process can also happen in the situation, where we observe
something. We observe the individual system S.

(i) At the beginning we have the situation that

S ∈ E ∈ E(D;p)

(ii) By the observation (appropriately prepared) we find that

ISt (S) ∈ A

for some A ⊂D satisfying

A ≠ 0, ∑
s∈A

p(s, s) > 0.

(iii) We can conclude that

S ∈ E′ = SA(E) ∈ E(D;p′), p′ = CA(p)
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(iv) the individual state of S was not changed, only its participation to some
ensembles has changed:

S ∈ E↦ S ∈ E′

It is useful to compare the selection process in EPT to the collapse in the
standard QM:

(i) If the set D of possible individual states of a system is finite, then the
set of possible selections SA is finite, since each possible selection is
determined by the set A ⊂D.

(ii) In the standard QM the set of possible collapses is parametrized by
subspaces M ⊂ H, where H is a Hilbert space of the system. So the
set of all possible collapses is un-countable, even if the space H is finite
dimensional.

(iii) In the standard QM the collapse is understood as an instantaneous
change of the state of an individual system. This is clearly very prob-
lematic, since this change must be non-local if the state of the system
(e.g. the support of the wave function) is non-local.

(iv) In the modified QM the state of an individual system is unchanged
during the selection process, since the selection process consists in the
change of the ensemble.

2.7 The composition of systems and probabilities

Let us consider the composition of two systems

S = S1 ⊕ S2.

Let spaces of individual states are

D1 =DS1 , D2 =DS2

then the composed system S has the space of individual states

D =DS =D1 ×D2 = {(s1, s2) ∣ s1 ∈D1, s2 ∈D2}. (2G1)
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Let us assume that we have two ensembles of these systems E1, E2

E1 = {S1
1 , . . . , S

1
N}, E2 = {S2

1 , . . . , S
2
M} (2G2)

and

E1 ∈ E(D1;p1), E2 ∈ E(D2;p2) (2G3)

Definition 2G1.

(i) The union of ensembles E1 and E2 is defined by

E1 ⊕E2 = {S1 ⊕ S2 ∣ S1 ∈ E1, S2 ∈ E2}. (2G4)

(ii) The tensor product p = p1 ⊗ p2 is defined as probability distribution
p ∶D ×D → R

p((s1, s2), (s1, s2)) = p1(s1, s1) ⋅ p2(s2, s2) (2G5)

where s1, s1 ∈D1, s2, s2 ∈D2.

(iii) The probability distribution p ∶ D ×D → R is separable if there exist
probability distributions p1 ∶ D1 ×D1 → R, p2 ∶ D2 ×D2 → R such that
p = p1⊗p2. If this is not the case, the distribution p is called entangled.

(iv) Ensembles E1 and E2 are called (statistically) independent if the prob-
ability distribution of their union is separable.

(v) The marginal probabilities are defined by

p̃1(s1, s1) = ∑
s2∈D2

p((s1, s2), (s1, s2), s1, s1 ∈D1

and analogously p̃2(s2, s2), s2, s2 ∈ D2. Clearly, if p = p1 ⊗ p2, then
p̃1 = p1, p̃2 = p2. ◻

Proposition 2G1.
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(i) If two independent ensembles E1 and E2 in states p1 and p2, resp. are
unified, then their union E1 ⊕ E2 will be in the state p1 ⊗ p2. In this
situation we have also

S1 ∈ E1, S2 ∈ E2⇒ S1 ⊕ S2 ∈ E1 ⊕E2.

(ii) If E ∈ E(D1 × D2;p) and the probability distribution p is separable,
p = p1 ⊗ p2, then E can be considered as an union of two independent
ensembles in states p1 and p2 resp.. Thus the composed ensemble of
systems E can be decomposed into E1 ∈ E(D1;p1) and E2 ∈ E(D2;p2).

(iii) The marginal probability distributions are true states.

(iv) If spt 1p ⊂ A = {s0} × D2 for some s0 ∈ D1, then p is separable and
p = p1 × p2 where p1(s1, s1) = δs0,s1δs0,s1 is deterministic and

p2(s2, s2) = p((s0, s2), (s0, s2)), s2, s2 ∈D2

Proof.

(i) This needs detailed consideration of contexts. The diagonal part

(p1 ⊗ p2)((s1, s2), (s1, s2)) = p1(s1, s1) ⋅ p2(s2, s2)

is trivially true. But the non diagonal elements

(p1 ⊗ p2)((s1, s2), (s1, s2)) = p1(s1, s1)p2(s2, s2)

must be considered in different contexts and we shall consider these
arguments in the next paper.

(ii) It follows from definitions.

(iii) The symmetry of p̃1 follows from the symmetry of p. To obtain the
positivity of p̃1 it is sufficient to apply positivity of p to f(s1, s2) =
f1(s1)δs2r then sum the result over r. The trace properly is obtained
immediately.

(iv) is simple. ◻
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2.8 The measurement

In the modified QM the measurement is the process within the theory, it is
not the external process like in the standard QM. This internal process of
the measurement is exactly defined but it has a certain property, which we
call the non-reality which contrasts the standard QM. The basic point which
solves this problem is the anti-superposition principle.

We shall assume that

DM = {m0, . . . ,mn−1}, DS = {s0, . . . , sn−1}

{f0, . . . , fn−1} is a given orthogonal bases of

HS = {f ∣ f ∶DS → R}.

We shall consider the schematic measurement process, which consist of three
phases

(i) We start with an ensemble EM of measuring systems, the ensemble of
ES of measured systems and in this first step the union ensemble

E = EM ⊕ES is created.

It is supposed that the initial state of the ensemble ES is Ψ ∈ HS and it
is supposed that the initial state of the measuring ensemble EM is the
deterministic state δm0 . Thus the state of an ensemble EM ⊕ES is

δm0 ⊗Ψ

(it is considered as a vector generator of the non-dissipative state
(δm0 ⊗Ψ) ⊗ (δm0 ⊗Ψ)).

(ii) The composed ensemble EM ⊕ES in the state δm0⊗Ψ is transformed by
the orthogonal transformation (this is the so-called measuring transfor-
mation) defined by

O ∶ δmi ⊗ fj ↦ δmi⊕j ⊗ fj, i, j = 0, . . . , n − 1 (2H2)

where

i⊕j = i + j if i + j < n
i⊕j = i + j − n if i + j ≥ n.

(2H3)
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These conditions define the unique transformation O, since {δmi ⊗
fj}n−1i,j=0 is the orthogonal base of the space HD, D = DM ×DS. This
transformation gives

O ∶ δm0 ⊗ fj ↦ δmj ⊗ fj, j = 0, . . . , n − 1 (2H4)

and exactly this is the concept of the entangling transformation. The
initial state of EM ⊕ES was separable while the new state is not sepa-
rable, in general.

(iii) It is then found in which individual state the measuring system M
occures. Let this state is the deterministic state

δmk , for some k ∈ {0, . . . , n − 1}.

As a consequence it is found that the state of EM ⊕ES is

δmk ⊗ fk.

Since k is a concrete value, we can deduce the state of the ensemble of
measured system S is fk. The state δmk ⊗ fk must be considered as the
generating vector of the state

(δmk ⊗ fk)
⊗2 = (δmk ⊗ fk) ⊗ (δmk ⊗ fk) (2H5)

of the ensemble EM ⊕ES, k ∈ {0, . . . , n − 1}.

Now we shall evaluate the operator

O ∶ HD →HD, D =DM ×DS

in its natural bases {δmi ⊗ δsj}
n−1
i,j=0.

Here
δmi ∶m ∈DM ↦ δmim, i = 0, . . . , n − 1. (2H6)

The vectors v, v′ ∈ HD can written as

v = ∑ vijδmi ⊕ δsj , v′ = ∑ v′klδmk ⊕ δsl (2H7)

Then the transformation O can be written as

O ∶ v ∈ HD ↦ v′ ∈ HD
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v′kl = ∑
ij

Okl,ijvij, k, l = 0, . . . , n − 1. (2H8)

The orthogonal base {fr}n−1r=0 in HS can be defined by the relation

fr =
n−1
∑
t=0
frtδst , r = 0, . . . , n − 1. (2H9)

Proposition 2H1. Then we have

Okl,ij = fk⊖i,l ⋅ fk⊖i,j, k, l, i, j = 0, . . . , n − 1. (2H10)

where

k⊖j = k − i if i ≤ k
k⊖j = k − i + n if i > k.

(2H11)

Proof. This relation is simply proved by the inspection that the map defined
by (2H10) verifies the conditions (2H2). ◻

For the special case we have

O ∶ δmo ⊗ fβ ↦ δmβ ⊗ fβ, β = 0, . . . , n − 1.

and this is the non-Neumann’s schema of the measurement, where the initial
state of the measurement device is δm0 .

We shall consider the non-trivial measurement where

⟨fi, δsj⟩ ≠ 0, ∀i, j = 0, . . . , n − 1.

This is the idea of a general measurement.

What will be the result of a measurement? The result will not be determin-
istic. Let Ψ = δs0 , for example , the initial state is (δm0⊗δsl)

⊗2. The resulting
state is

O(δm0 ⊗ δsl)
⊗2 = O(δm0 ⊗ δsl) ⊗O(δm0 ⊗ δsl).

The result of the measurement (in the bases {f0, . . . , fn−1}) will not be unique
- in the sense that, under the repeating the experiment, the measurement will
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give the different results. This non-determination of the results implies the
necessity of considering the ensembles.

Let us consider the situation when the state of the measured system is δs0 .
Then we have the ensemble

E = EM ⊕ES ∶ {Mi + Sj ∣ i, j = 1, . . . ,N}

in the deterministic state (δm0 ⊗ δs0)
⊗2, i.e.

E ∈ E (D; (δm0 ⊗ δs0)
⊗2) .

By the application of the measuring transformation we obtain

E′ ∈ E(D;p′)

where
p′(ij, i j) = ∑

k,r

fk0fr0δkifkjδrifrj

since
O ∶ δm0 ⊗ δs0 ↦∑

k

fk0 ⋅ δmk ⊗ fk

and then

O ⊗O ∶ (δm0 ⊗ δS0)
⊗2 ↦∑ fk0fr0(δmk ⊗ fk) ⊗ (δmr ⊗ fr).

In the observation of the measuring instrument we shall obtain the probabil-
ity distribution (the so-called trace-rule)

p̃(i, i) = ∑
j

p′(ij, i j) = ∑
k

fk0 ⋅ fk0 ⋅ δkiδki = δiif
2
i0

and this corresponds to the standard QM.

The paradoxical situation will happen if the initial state will be

δm0 ⊗ fα, α ∈ {0, . . . , n − 1}.

This is the non-deterministic state and this cannot be attributed to the in-
dividual system (the anti-superposition principle).
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Let us consider the ensemble of composed systems in the state

(δm0 ⊗ fα)
⊗2

after the application of the transformation O we obtain the ensemble in the
state

(δmα ⊗ fα)
⊗2

The measuring system (alone) will be in the deterministic state δ⊗2mα , i.e. each
system M will be in the individual state mα.

In this ensemble we have the certainty (100% probability) that

ISt (M) =mα.

But the individual state of S is not determined. The measured system S
cannot be in the individual state fα (the principle of anti-superposition).
Thus each individual measured system S will be in some (random) individ-
ual state. It can be said that the individual system S is an element of an
ensemble, which is in the state fα.

This is the negation of the so-called (EPR) principle of reality: the 100%
certainty of the state of M ⇒ the state of S.

In other words:

the 100% certainty of the measured result implies the "state of reality" of
the measured system.

This "reality principle" is not true in the modified QM. In the extended
meaning there exists an element of reality: this is the ensemble of measured
systems that are in the state fα (which is not the deterministic state). But
the original meaning of (EPR) principle of reality means the state of the
individual measured system.

Our modified QM excludes the reality principle: individual state of M ⇏
individual state of S.

There is no paradox. The individual state of the measuring system does not
imply the individual state of the measured system. I.e. the individuality of
M ⇏ individuality of S.

29



2.9 The problem of EPR correlations and Bell’s inequal-
ities

EPR correlations were introduced in 1935 in the paper of Einstein, Podolsky
and Rosen. Then they were reformulated as correlation of "spins" and in
this form they are the basic problem of QM.

We shall assume here the locality of QM.

Let us consider the composed system S1⊕S2 of two "spins" in the entangled
state

ψ0 =
1√
2
(∣+⟩1 ⊗ ∣−⟩2 − ∣−⟩1 ⊗ ∣+⟩2) (2J1)

The systems S1 and S2 are transposed into distant regions of the space. Then
the value of spin of S1 is measured in the direction of the z axis. After the
small time interval the value of the spin of S2 is measured along the axis z
(these two measurements are supposed to be in the space-like relation, i.e.
casually independent).

Then in all known events these measurements give opposite values of spins.
Exactly this 100% anti-correlation between results of two distant measure-
ments creates the EPR-correlation problem.

(i) Let us assume that the value of the spin of S1 is the random result of the
"un-controlled" interaction of S1 with the measurement apparatus M1.
The result of this interaction cannot be transferred into measurement
of S2, so that the complete 100% anti-correlation between result of
these two measurements is impossible. The assumption (i) must be
rejected. (Generally the hypothesis that the un-controlable distribution
in the interaction between S1 and M1 is the basic argument for non-
deterministic nature of QM in the original Copenhagen interpretation
of QM.)

(ii) It is possible to assume certain pre-determination of values of spins
(these values are pre-determinated already by the original construc-
tion of the entangled pair ψ0). This is the hypotheses of the pre-
determination (this is more or less equivalent to the hypotheses of the
hidden parameters, but the pre-determination is conceptually simpler).
The pre-determination explains EPR correlations: there are in each
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case only two possibilities (+,-) or (-,+). But the predetermination hy-
potheses means that for any choice of the axis z and any case of the
experiment spins are either (+,-) or (-,+).

But exactly this pre-determination of values of the spin (for all possible
choices of the axes z - in fact three particular choices are sufficient.)
is the source of Bell’s inequalities (1964). Bell’s inequalities contra-
dict QM, so that the assumption (ii) of the pre-determination must be
rejected.

(iii) Considering the impossibility of (i) and (ii) there is known no local
mechanism explaining the EPR correlations. There is a unique way-
out: to reject to locality of QM.

(iv) The general conclusion from the study of Bell’s inequalities are

(a) QM is non-local

(b) it is not known any concrete non-local mechanism explaining the
EPR correlations.

2.10 EPR problem in the modified real QM

We shall consider two systems S1, S2 with the spaces of their individual states

DSi = {s
(i)
0 , s

(i)
1 }, i = 1,2. (2K1)

For the composed system S1 ⊕ S2 we have

DS1⊕S2 =DS1 ×DS2 , ∣DS1⊕S2 ∣ = 22 = 4. (2K2)

We shall suppose that we have given an ensemble E0 of such systems in the
state

p0 = v0 ⊗ v0

v0 =
1√
2
(δ
s
(1)
0
⊗ δ

s
(2)
1
− δ

s
(1)
1
⊗ δ

s
(2)
0

)
(2K3)

This is the well-known EPR state which is non-deterministic and not sepa-
rable (it is entangled). As a non-deterministic state, p0 can be the state of
an ensemble, but it cannot be the state of an individual system.
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Most of states considered here will be non-dissipative states which can be
generated by state vectors. We shall describe them by their state vectors.

We shall consider also two measured devicesM1 interacting with S1,M2 with
S2. Their domains will be

DMi
= {m

(i)
0 ,m

(i)
1 }, i = 1,2. (2K4)

Then we shall consider the composed system

M1 ⊕ S1 ⊕ S2 ⊕M2 (2K5)

in the state p = v ⊗ v,

v = 1√
2
δ
m
(1)
0
⊗ (δ

s
(1)
0
⊗ δ

s
(2)
1
− δ

s
(1)
1
⊗ δ

s
(2)
0

) ⊗ δ
m
(2)
0

This state p is separable with respect to subsystems M1, S1 ⊕ S2, M2. We
can write this state as

v = ∑ vijαβδ
(1)
mi ⊗ δ

(1)
sj ⊗ δ

(2)
sα ⊗ δ

(2)
mβ

vijαβ = δi0 ⋅ εjα ⋅ δβ0 ⋅
1√
2

(2K6)

where ε01 = −ε10 = 1, ε00 = ε11 = 0 is the totally antisymmetric tensor.

Now, we shall apply the measuring transformation O(1) onto the subsystem
M1 ⊕ S1. This transformation is determined by the orthogonal base

f (θ) = {f
(θ)
0 , f

(θ)
1 }, f

(θ)
r =

1

∑
t=0
f
(θ)
rt δs(1)t

, r = 0,1, (2K7)

where f (θ)00 = f
(θ)
11 = cos θ, f (θ)10 = −f

(θ)
01 = sin θ.

After the application of O(1) to the state v from (2K6) we obtain

v′ = ∑ v′klαβδm(1)
k

⊗ δ
s
(1)
l

⊗ δ
s
(2)
α
⊗ δ

m
(2)
β

(2K8)

where (using (2H10), (2H13) and the factor δi0)

v′klαβ = ∑O
(1)
kl,ijvijαβ

= ∑ f
(θ)
k⊖i,lf

(θ)
k⊖i,jδi0εjαδβ0 ⋅

1√
2

= ∑ f
(θ)
kl f

(θ)
kj εjαδβ0 ⋅

1√
2
.

(2K9)
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Then we apply the measurement transformation O(2) to the subsystem S2 ⊕
M2. Here O(2) is determined by the base

f (σ) = {f
(σ)
0 , f

(σ)
1 }, f

(σ)
r = ∑ f

(σ)
rt δs(2)t

, r = 0,1, (2K10)

where f (σ)00 f
(σ)
11 = cosσ, f (σ)10 = −f

(σ)
01 = sinσ.

As a result we obtain

v′′ = ∑ v′′klγδδm(1)
k

⊗ δ
S
(1)
l

⊗ δ
S
(2)
γ
⊗ δ

m
(2)
δ

, (2K11)

v′′klγδ =∑O
(2)
γδ,αβv

′
klαβ

=∑ f
(σ)
δ⊖β,γf

(σ)
δ⊖β,αv

′
klαβ

=∑ f
(σ)
δγ ⋅ f

(σ)
δα ⋅ f

(θ)
kl ⋅ f

(θ)
kj ⋅ εjα ⋅

1√
2

(2K12)

In the case of the EPR correlations we have θ = σ and then

v′′klγδ = ∑ f
(θ)
δγ f

(θ)
kl ⋅ (∑ f

(θ)
kj ⋅ f

(θ)
δα εjα) ⋅

1√
2

(2K13)

Since the tensor ε is invariant with respect to the orthogonal transformations,
we obtain

v′′klγδ = f
(θ)
γδ f

(θ)
kl ⋅ εkδ ⋅

1√
2

(2K14)

2.11 The local explanation of the EPR correlations in
the modified real QM

At the end of the preceding section we have obtained formulas (2K11) and
(2K14) which describe the state of the system S = M1 ⊕ S1 ⊕ S2 ⊕M2 after
Alice and Bob made their measurement (at the same angle θ = σ).

In the resulting formula (2K14) there is a coefficient εkδ which make sure
that

v′′1lγ1 = v
′′
0lγ0 = 0, ∀l, γ.

This means (the principle of probability) that P (Alice finds spin=1 and Bob finds spin=1) =
∑l,γ(v

′′
1lγ1)

2 = 0.

The same holds for both spins=0.
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As a consequence we obtain 100% anti-correlation between Alice’s and Bob’s
measurements.

But this explanation is a little formal. The problem lies in the question, how
to explain locally the transmition of the (random) value of spin observed by
Alice to Bob! This transmition must work in each individual case, since the
anti-correlation is absolute (=100%).

The detailed causal description of the EPR correlations is the following.

(i) The ensemble
E0 = {Sr1 ⊕ S

r
2 ∣ r = 1, . . . ,N} (2L1)

of EPR pairs is in the entangled state generated by the vector

v0 = 1√
2
∑

1
j,α εjαδs(1)j

⊗ δ
s
(2)
α
, (2L2)

where ε01 = −ε10, ε00 = ε11 = 0 is the totally antisymmetric tensor. The
state of E0 is v0 ⊗ v0.

(ii) Then the subsystems S1
1 , . . . , S

N
1 are transferred to the region RAlice and

subsystems S1
2 , . . . , S

N
2 are transferred into the region RBob.

It is supposed that regions RAlice and RBob have no causal connection,
i.e. these space-time regions are in the space-like position.

(iii) Alice connects system S1
1 , . . . , S

N
1 to the measure net systemsM1

1 , . . . ,M
N
1

which are all in the individual state δ
m
(1)
0
. The result will be the en-

semble
E1 = {M r

1 ⊕ S
r
1 ⊕ S

r
2 ∣ r = 1, . . . ,N} (2L3)

in the state (given by the vector)

v1 = 1√
2
∑ εjαδm()10

⊗ δ
s
(1)
j
⊗ δ

s
(2)
α
. (2L4)

(iv) Alice will make the measurement transformation O1(θ) on the subsys-
tem M1 ⊕ S1. The transformation O1(θ) will be specified by the bases
f (θ) = {f

(θ)
0 , f

(θ)
1 } where θ is the angle of the position of the measuring

apparatus M1. Using formulas from the preceding section the ensemble
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E1 changes its state and it transforms into the ensemble E2 in the state
(given by its generating vector)

v2 = 1√
2
∑ εjαf θklf

(θ)
kj δm(1)

k

⊗ δ
s
(1)
l

⊗ δ
s
(2)
α

(2L5)

where f (θ)00 = f
(θ)
11 = cos θ, f (θ)10 = −f

(θ)
01 = sin θ. It is clear that this

transformation is localized in the region RAlice.

(v) The ensemble E2 can be now (after realizing O1(θ)) divided into two
subensenbles using the selection process. The selection process depends
on the individual state of the subsystemM1. There are two possibilities:
ISt (M r

1 ) =m
(1)
0 , ISt (M r

1 ) =m
(1)
1 . So that we obtain two subensembles

(k0 = 0,1)

E3(k0) = {M r
1 ⊕ S

r
1 ⊕ S

r
2 ∈ E2 ∣ ISt (M r

1 ) =m
(1)
k0

}. (2L6)

These subsystems are created by the selection process with (k0 = 0,1)

A(k0) = {m
(1)
k0

} ×DS1 ×DS2 . (2L7)

The state of the ensemble E3(k0) is given by the rules for the selection
process and the result is the following

v3(k0) = ∑ εjαf
(θ)
kl f

(θ)
kj δkk0δm(1)

k

⊕ δ
s
(1)
l

⊕ δ
s
(2)
α

(2L8)

(the factor 1√
2
is missing by the normalization).

The state v3(k0) can be rewritten as

v3(k0) = δ
m
(1)
k0

⊗ (∑ f
(θ)
k0l
δ
s
(1)
l

) ⊗ (∑ f
(θ)
k0j
εjαδs(2)α

) (2L9)

This shows that the state of v3(k0) is completely separable.

The creation of states v3(k0), k0 = 0,1 is possible only after the applica-
tion of the measurement application O1(θ), i.e. only after the specifica-
tion of the angle θ

As a result we obtain that E3 = E3(0) ∪ E3(1). It is an important fact,
that the possible action of Alice of looking on the individual state of
M1 is irrelevant. Alice can only record what it is. Alice cannot (by
observing M1) change the actual reality. There is no such possibility as
a standard collapse of the state in QM.

35



(vi) Bob now associates its system S2 with measuring system M2. Bob is
going to do the interaction transformation O2(θ) on the system S2⊕M2.

We could consider the complete system M1⊕S1⊕S2⊕M2, but it is not
necessary since the state of M1 ⊕S1 ⊕S2 is separable. It is sufficient to
consider only the state of the subsystem S2. The ensemble

E4 = {S2 ∣ M1 ⊕ S1 ⊕ S2 ∈ E3(k0)} (2L10)

is in the state
v4 = ∑ f

(θ)
k0j
εjαδs

α(2)
. (2L11)

After the association the system S2 with the measuring system M2 in
the individual state δ

m
(2)
0

we obtain the ensemble

E5 = {S2 ⊕M2 ∣ S2 ∈ E4} (2L12)

in the state
v5 = ∑ f

(θ)
k0j
εjαδ

(2)
sα ⊗ δ

m
(2)
0
. (2L13)

(vii) Bob applies the measuring transformation O2(θ) onto the system S2 ⊕
M2.

By the operation the ensemble E5 changes its state and we shall denote
it as E6.

The state of E6 will be

v6 = ∑ f
(θ)
k0j
εjαf

(θ)
%σ f

(θ)
%α δs(2)α

⊗ δ
m
(2)
%
. (2L14)

Using the relation ∑ f (θ)k0j
f
(θ)
%α εjα = εk0% we obtain

v6 = ∑ εk0%f
(θ)
%σ δs(2)σ

⊗ δ
m
(2)
%
. (2L15)

Now we can use the formula

εk0% = (−1)k0δk̂0%

where k̂0 = 1 − k0. We obtain

v6 = (−1)k0∑ δk̂0%f
(θ)
%σ δs(2)σ

⊗ δ
m
(2)
p

= (−1)k0 (∑ fk̂0σδs(2)σ
) ⊗ δ

m
(2)
k̂0

. (2L16)
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This implies that the subsystem M2 is in the deterministic state δ
m
(2)
k̂0

and, as a consequence of the principle of individualization each subsys-
temM2 is in the individual statem(2)

k̂0
. This can be applied on the actual

state ofM2 which ism(2)
k̂0

and this individual state is anti-correlated with

the state m(1)k0 of M1.

By this argument, there is a complete anti-correlation between states of M1

and M2.

For subsystems S1 and S2, there is no anti-correlation between their individ-
ual states. But their collective states are anti-correlated, as can be seen from
the fact that the state ∑ f (θ)k0j

εjαδs(2)α
is orthogonal to the state ∑ f (1)k0l

in the
formula (2L9).

So we have the complete individual anti-correlation between states of subsys-
tems M1 and M2, while for S1 and S2 are anti-correlated only as ensembles
and this anti-correlation exists only after the transformation O1(θ) is applied.

Now we are able to make the summary of this procedure.

(i) Alice makes the interaction O1(θ) onM1⊕S1 and the ensemble is trans-
formed into E2 in the state v2.

(ii) The ensemble E2 can be divided into two parts

E2 = E3(0) ∪E3(1)

and the actual system is contained in one of these subensembles.

The Alice’s findings that the actual system lies in, say, E3(0) (i.e. k0 = 0)
has no consequences on the physical processes (there is no collapse
postulate in the modified QM). This decomposition can be done only
after the transformation O1(θ) has been applied.

(iii) Resulting steps are

(a) the state v3(0) is separable

(b) the state of S2 is v4 and S2 ∈ E4

(c) Bob associates S2 with E6 in the state v6
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(d) the state v6 is separable and the subsystem M2 is in the determin-
istic state δ

m
(2)
1
.

(iv) Bob uses the principle of the individualization and the individual state
of M2 is m(2)1 - the anti correlated state to the state m(1)0 of M1.
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3 The modified complex QM

Our approach to the complex QM will be based primarily on the principle of
anti-superposition. We shall use, of course, the section 2. as a motivation.

3.1 States and ensembles

Let us consider the standard quantum system S described by the finite di-
mensional complex space H, dimH = n. The state space is the set of density
operators in H

σH = {σ ∶ H ×H → C ∣ σ is Hermitean, positive and trσ = 1}.

The state σ is non-dissipative, iff there exists a vector u ∈ H, such that
σ = u⊗ u∗.

In both, standard and modified QM states σ describe (in general) the states
of ensembles.

In the standard QM, non-dissipative state (called often the "pure" state) can
be attributed to the individual systems (the superposition principle).

In the modified QM, the anti-superposition principle implies that individual
states must be linearly independent, so that maximal number of individ-
ual states will be n = dimH. We shall assume that this maximum will be
achieved, so that the set of individual states in the modified QM we be a
(linear) base of H

DS = {s1, . . . , sn}, s1, . . . , sn ∈ H.

Each non-dissipative state generated by u ∈ H can be written as

u = ∑uisi, ui ∈ C.

The corresponding state σ = u⊗u∗ will be σ(si, sj) = uiu∗j . For the probability
we obtain (A ⊂DS)

Prob [ISt (S) ∈ A] = ∑
s∈A

σ(s, s) = ∑
si∈A

∣ui∣
2
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If we require the standard relation between probability and the norm inH, we
arrive at ∣∣si∣∣ = 1 (since si = ∑ δijsj) and that ∣∣u∣∣2 = ∑ ∣ui∣2. As a conclusion
we obtain that D must be an orthonormal base in H.

Using the base D we can identify H with Cn by

H ≈ HC
D = {u ∶D → C ∣ ∣∣u∣∣2 = ∑

s∈D
∣u(s)∣2}

The formula for ∣∣u∣∣2 implies that

(u, v)H = ∑
s∈D

u(s)v(s)∗.

For si ∈D the corresponding vector δsi ∈ HC
D will be

δsi(s) = δsis, s ∈D.

The corresponding state will be si ↦ δsi ⊗ δ∗si . The non-dissipative state
u0 ⊗ u∗0 can be generated by vectors (εu0) ⊗ (εu0)∗, where ε ∈ C, ∣ε∣ = 1.

States of ensembles may be identified with maps q ∶D ×D → C satisfying

q(s, s′) = q(s′, s)∗

∑
s,s′∈D

q(s, s′)f(s)f(s′)∗ ≥ 0, ∀f ∈ HC
D

∑
s

q(s, s) = 1.

By the spectral theorem for each q there exists an orthonormal base u1, . . . , un ∈
HC
D and real numbers λ1, . . . , λn ≥ 0 such that

q = ∑λiui ⊗ u
∗
i .

Properties of q:

(i) ∣q(s, s′)∣2 ≤ q(s, s) ⋅ q(s′, s′), q(s, s) ≥ 0

(ii) q(s, s) = 0⇒ q(s, s′) = q(s′, s) = 0

(iii) we have
spt 1q = {s ∈D ∣ q(s, s) > 0}

spt q ⊂ spt 1q × spt 1q
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(iv) q is deterministic ⇔ q = δs0 × δs0 for some s0 ∈ D i.e. only δsi ⊗ δs0 , i =
1, . . . , u are deterministic.

We shall assume that each system (in a given time) is in certain individual
state

S ↦ ISt (S) ∈D.

The ensemble is the set (N large)

E = {S1, . . . , SN}

of systems prepared in the same way. We shall assume that the set of indi-
vidual states are the same for all systems

DS1 = ⋅ ⋅ ⋅ =DSN =DE.

We shall assume that with each ensemble there is associated its (collective)
state q ∶ D ×D → C. The set of all ensembles with given D and q will be
denoted E(D; q).

The assertion that the system S is in the (non-deterministic) state q must
be understood as

∃E such that S ∈ E ∈ E(D; q).

Principle of individualization:

Let the state of E is q = δs0 ⊗ δs0 for some s0 ∈D then S ∈ E⇒ ISt (S) = s0.

Principle of virtual ensemble:

Let ISt (S) = s0 ∈ D, q ∶ D ×D → C such that s0 ∈ spt 1q. Then there exists
an ensemble E ∈ E(D; q) such that S ∈ E.

Probability postulate:

Let E = {S1, . . . , SN} ∈ E(D; q). Then s ∈D occures in the sequence

ISt (S1), . . . , ISt (SN)

with the relative frequence q(s, s).

Superposition principle (for ensembles): Let q = u ⊗ u∗ and q′ = u′ ⊗ u′∗ are
two possible states of an ensemble E. Let α,β are complex numbers.
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Then N−1(αu + βv) ⊗ (αu + βv)∗ is also a possible state of E where N is a
normalization constant.

3.2 Evolution, Selection and composition in the modi-
fied QM

The (reversible) time evolution is in the modified (as in the standard) QM
generated by the group of unitary operators

{Ut}t∈R, Ut ∶ H
C
D →H

C
D.

Then states are transformed by

Tt(q) = UtqU
+
t , t ∈ R

where U+t denotes the Hermitte conjungation, i.e.

Tt(q))em = ∑UtekU
∗
tmjqkj.

The transformation of ensembles satisfies

E ∈ E(D,q) ⇒ E′ ∈ ε(D; q′)

q′ = Tt(q) = UtqU
+
t

Let q = u⊗ u∗, then

q′ = UtqU
+
t = Ut(u⊗ u

∗)U+t = (Utu) ⊗ (Utu)
∗.

The selection process is identical to the selection process described in sect.
2.6. For each A ⊂D, A ≠ ∅ there exists a map

E↦ E′ = SA(E) = {S ∈ E ∣ ISt (S) ∈ A}.

If E ∈ E(D; q), then E′ ∈ E(D; q′) where

q′(s, s′) = q(s, s′) ⋅ X (A; s) ⋅ X (A; s′) ⋅ P −1
A , PA = ∑

s∈A
q(s, s)

assuming that PA > 0.
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The description of the procedure of the composition is only formally different
from sect.2.7. If S = S1⊕S2, then DS =DS1 ×DS2 and the state q = q1⊗ q2 is
defined by

q ((s1, s2), (s1, s2)) = q1(s1, s1) ⋅ q2(s2, s2).

The state q on DS is separable if there exists state q1 on DS1 and q2 on DS2

such that q = q1 ⊗ q2. Separability means the statistical independence of S1

and S2.

Marginal states of q are defined by

q̃1(s1, s1) = ∑
s∈DS2

q ((s1, s), (s1, s))

q̃2(s2, s2) = ∑
s∈DS1

q ((s, s2), (s, s2)) .

If q = q1 ⊗ q2, then q̃1 = q1, q̃2 = q2.

3.3 Measurement and the EPR state

The description of the measurement process is analogous to the sect. 2.8. of
course, there are necessary changes related to the complex structure of HC

D

and Ut.

(i) We shall assume domains of the measurement apparatus M and the
measured system S are

D={m0, . . . ,mn−1}, Ds = {s0, . . . , sn−1.

We shall assume that the measurement process is specified by the or-
thogonal base {g0, . . . , gn−1} in the space HC

S .

We shall assume that the ensemble ES of measured systems is in the
non-dissipative state generated by Ψ ∈ HC

S and that the ensemble of
measurement apparatuses EM is in the deterministic state δm0 .

(ii) The state of EM ⊕ES is transformed by the measuring transformation

U ∶ HC
D →H

C
D, D =DM ×DS (3C1)
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satisfying
U ∶ δmi ⊗ gj ↦ δmi⊕j ⊗ gj, i, j = 0, . . . , n − 1 (3C2)

where i⊕ j is defined in (2H3) and in the special case i = 0 we have

U ∶ δm0 ⊗ gj ↦ δmj ⊗ gj. (3C3)

The description of U from (3C1) may be described explicitely. Let

U ∶ v = ∑ vijδmi ⊗ δsj ↦ v′ = ∑ v′klδmk ⊗ δsl . (3C4)

Then we have
v′kl = ∑Ukl,ijvij. (3C5)

If gr are written as

gr =
n−1
∑
t=0
grtδst (3C6)

then we have the basic formula

Ukl,ij = gk⊖i,lg
∗
k⊖i,j, k, l, i, j = 0, . . . , n − 1 (2C7)

where k⊖ i is defined in (2H11). The proof is given by the examination that
(2C7)⇒ (2C2).

Now we shall give the description of the EPR pairs. The ensemble of EPR
pairs S1 ⊕ S2 is in the state q0 = v0 ⊗ v∗0 , v0 =

1√
2
(δ
s
(1)
0
⊗ δ

s
(2)
1
− δ

s
(1)
1
⊗ δ

s
(2)
0

).

Then measurement apparatuses are introduced and the ensemble of systems
M1 ⊕ S1 ⊕ S2 ⊕M2 is in the state q = v ⊗ v∗ where

v = δ
m
(1)
0
⊗ v0 ⊗ δm(2)0

= ∑ vijαβδm(1)i
⊗ δ

s
(1)
j
⊗ δs

α(2)
⊗ δ

m
(
β
2), (3C8)

vijαβ =
1√
2
δi0εjαδβ0. (3C9)

The measuring transformation U (1) (applied by Alice) operates only onM1⊕
S1 and it is specified by the basic g(θ,φ) = {g0, g1} in HC

S1
where

gr =
1

∑
t=0
grtδs(1)t

, r = 0,1, (3C10)
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g00 = g11 = cos θ, g10 = sin θe−iφ, g01 = − sin θeiφ (3C11)

By the application of U (1) onto the vector v we obtain a vector

v′ = ∑ v′klαβδm()1
k

⊗ δ
s
(1)
l

⊗ δ
s
(2)
α
⊗ δ

s
(2)
β

where

v′klαβ = ∑U
(1)
kl,ijvijαβ =

1√
2
∑ gk⊖i,lg∗k⊖i,jδi0εjαδβ0 =

1√
2
∑ gklg∗kjεjαδβ0 (3C12)

Then Bob applies his measuring transformation U (2) (with angles θ′, φ′ -
corresponding g is denoted as g′) onto S2 ⊕M2 and obtains

v′′ = ∑ v′′klγσδm(1)
k

⊗ δ
s
(1)
l

δ
s
(2)
γ
⊗ δ

m
(2)
σ

(3C13)

where

v′′klγσ = ∑U
(2)
γσ,αβv

′
klαβ =

= ∑ g′σ⊖β,γg
′∗
σ⊖β,αv

′
klαβ =

= 1√
2
∑ g′σ⊖β,γg

′∗
σ⊖β,αgklg

∗
kjεjαδβ0 =

= 1√
2
∑ g′σγg

′∗
σαgklg

∗
kjεjα.

(3C14)

In the situation where (θ′, φ′) = (θ, φ), i.e. Alice and Bob apply the same
measurement we obtain

v′′klγσ =
1√
2
∑ gσγg∗σαgklg

∗
kjεjα. (3C15)

The totally antisymmetric tensor εjα is invariant for unitary transformations,
i.e.

∑ g∗σαg
∗
kjεjα = εkσ = ∑ gkjgσαεjα, (3C16)

∑ εkσgklgσγ = εlγ. (3C17)

Using this we obtain
v′′klγσ =

1√
2
gσγgklεkσ. (3C18)
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3.4 The local nature of the EPR correlations in the
modified complex QM

For the EPR pair we obtain (using (2C18))

v′′1lγ1 = v
′′
0lγ0 = 0, ∀l, γ (3D1)

and then
∑
l,γ

∣v′′1lγ1∣
2 = ∑

l,γ

∣v′′0lγ0∣
2 = 0 (3D2)

This implies the 100% anti-correlation between Alice’s and Bob’s measure-
ments.

The local explanation given in Sect. 2.11. (steps (i)-(vii)) is true also in the
actual situation - with the appropriate change in formulas.

The key point is clear form the formula (2L8). Assume that Alice has ob-
served thatM1 is in the individual state m(1)0 (the case of m(1)1 is analogical).
Then S1 is in the (collective) state

∑
l

g0lδs(1)
l

(3D3)

and then S2 is in the (collective) anti-correlated state

∑
j,α

g0jεjαδs(2)α
. (3D4)

In the standard QM these states are attributed to the individual systems
S1 and S2.

But then it is possible to deduce Bell’s inequalities. This is the consequence
of the individual anti-correlation between S1 and S2.

In the modified QM the anti-correlation between S1 and S2 still exists, but
only on the level of ensembles. States (3D3) and (3D4) cannot be attributed
to the individual system S1 and S2. As a consequence, the Bell’s inequalities
cannot be derived! All this is the direct consequence of the anti-superposition
principle.

In the modified QM, the anti-correlation between S1 and S2. on the level
of ensembles is still sufficient to obtain the individual anti-correlation be-
tween M1 and M2. This was shown clearly in Sect. 2.11. Schematically we
proceeded as follows:
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The individual state δ
m
(1)
0

of M1

→ the collective state (3D3) of S1

→ the collective state (3D4) of S2

→ the individual state δ
m
(2)
1

of M2.

The last step is crucial: the Bob’s interaction U (2) transforms the ensemble
of M2’s into the deterministic state δ

m
(2)
1

and this implies (the principle of

individualization!) that the individual state of M2 will be m(2)1 .

Thus the information on δ
m
(1)
0

is transported to Bob trough the anti-correlated
ensembles of S1’s and S2’s.

But one has to consider the fact, that these ensembles (of S1’s and S2’s) may
be only virtual (i.e. possible), but at a given time, only singular systems
M1, S1, S2,M2 may exist. This shows that the principle of the existence of
virtual ensembles is fundamental. But this assumption on the existence of
virtual ensembles is fundamental for any probability theory.

Thus the necessary information is transferred from Alice to Bob through the
virtual ensembles of S1’s and S2’s.

The superposition principle for individual systems implies that the anti-
correlation between S1 and S2 is individual and as consequence one obtains:
Bell’s inequality, non-locality of QM and the contradiction in QM.

The possible escape from this consequences is rather fine:

(i) the anti-superposition principle for individual systems

(ii) the assumption on the existence of virtual ensembles.

From the point of view of the Probability theory, the existence of virtual
ensembles is completely necessary, since the (non-deterministic) probability
distribution (as a central object in the theory) can be associated only with
ensembles.
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4 Conclusions

4.1 The relation of the modified QM to the statistical
interpretation of QM.

The statistical interpretation considers only ensembles and no individual sys-
tems ([3]).

In the modified QM both individual systems (and their states) and ensembles
(and their states) are considered.

In the modified QM we have used ensembles only in this extend which is
necessary in any probability theory.

The basic objects in the probability theory, like the probability distribution,
are associated with ensembles, but cannot be associated with individual sys-
tems (assuming that the probability distribution is not deterministic).

Moreover, in the modified QM individual systems and their states play the
basic role.

Our basic principle – the principle of anti-superposition considers only states
of individual systems, but not ensembles.

Thus there is only a small (and rather trivial) intersection between our theory
and the statistical interpretation of QM.

4.2 The summary of principles of the modified QM

Principles of the modified QM (in both real and complex form) can be sum-
marized as follows

(A) the anti-superposition principle is the basis of all our approach to QM
– it considers possible states of an individual system. It says: no non-
trivial superpositions are possible.

(B) Individual states versus probability distributions and individual systems
versus ensembles.
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The fine interplay between individual systems (and their states) and
ensembles (and their states) forms the firm basic of each possible prob-
ability theory. The full study of this relationship needs the detail con-
siderations of possible contexts (see [1]) and this will be postponed to
the next paper ([4])

(C) The (reversible) time evolution is generated by the one-parameter group
of unitary transformations.

(D) Instead the concept of a measurement, there is a concept of an observa-
tion. Principially, for each individual system it can be observed in which
individual state this system actually occures. In the practical situations,
only for some individual systems this observation can be realized. These
systems are then used as measurement apparatuses.

(E) There is no concept of the collapse in the modified QM. Instead of
this, there is the concept of the Selection process: the selection of a
subensemble from the given ensemble by using a given criterion. This
criterion tests the individual states ISt (S) ∈ A. This condition is veri-
fied with some probability and this is exactly the probability of an event
[ISt (S) ∈ A]. The Probability postulate (Sect. 2.4., p.13) is fundamen-
tal in the modified QM.

(F) The principle of the virtual ensemble and the principle of individualiza-
tion (Sect. 2.4., pp. 14, 13 resp.).
The principle of the virtual ensemble is necessary in each probability
theory. It says that relevant events are only those which can be (in-
dependently) repeated. (These repetitions than create this "virtual"
ensemble.) The probability can be attributed only to repeatable events.
The Principle of individualization is able to create a relation between
the state of an individual system and the state of an ensemble. This
link between individual systems and ensembles is both evident and fun-
damental.

4.3 The differences between the modified QM and the
standard QM.

(i) The wave-particle duality.
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In the standard QM there is a duality between the coordinate repre-
sentation an the momentum representation of quantum states. This is
often expressed as: the quantum particle is as particle as it is a wave.
This means also the equivalence between particle and wave description
of the phenomena.

In the modified QM there is no duality between the coordinate and
momentum representations. Usually the coordination representation
corresponds to individual states of the system, while the momentum
representation corresponds to the states of an ensemble.

In the modified QM the "particle properties" can be attributed to the
individual systems, while "wave properties" can be attributed only to
ensembles. This means that individual systems have no "wave prop-
erties" – only ensemble can have wave properties. There is no
contradiction between particle and wave properties of quantum systems
in the modified QM since they are attributed to different objects.

Wave properties can be attributed only to ensembles.

(ii) The problem of the measurement (e.g. the Schroedinger cat problem).
This is the basic un-solved problem in the standard QM.

There is no such problem in the modified QM. In the modified QM
there exists the "measuring" transformation (Sect. 2.8.,3.3.), but this
is the standard (orthogonal, resp. unitary) transformation.

In the modified QM the measurement process is substituted by the ob-
servation process. This is the process in which it is found in which indi-
vidual state the given individual measuring apparatus actually occures.
This observation process does not change the state of the observed in-
dividual measuring apparatus and thus it creates no problems in the
modified QM.

(iii) The quantum state and its collapse during the measurement process.

The collapse process of the individual state in the standard QM is
substituted in the modified QM by the Selection process applied to the
ensemble of systems.

In the modified QM the quantum state is the synonym for the (ex-
tended) probability distribution associated with an ensemble. The ob-
servation of the individual state of the measuring apparatus leads to the
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change of the original ensemble which is reduced to the sub-ensemble
created by the use of the information obtained by the observation. This
sub-ensemble has a new probability distribution described in the Sec-
tions 2.6.,2.8.,3.2. and 3.3.

Thus there is no collapse of the state in the modified QM, there is
only the transition to the sub-ensemble created by the new information
obtained in the process of the observation.

(iv) The locality.

It is proved (using Bell’s inequalities) that the standard QM is non-
local. This proof cannot be applied to the modified QM since Bell’s
inequalities cannot be proved in the modified QM.

Using this we can state the conjecture that the modified QM is the local
theory. This means the following: modified QM+locality ⇏ contradic-
tion.

This is not the proof of the locality of the modified QM, but this locality
is quite probable.

The comparison of the standard QM and the modified QM can be
summarized in the following table.
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Problem standard QM modified QM
Superpositions for indi-
vidual systems

yes no

Superpositions for en-
sembles

yes yes

Measurement problem yes no
Locality no yes

Collapse yes
no

(selection)
Local explanation of
EPR correlations

no yes

Cloning of the individ-
ual system

no yes

Schroedinger’s cat
paradox

yes no

"pure" quantum state attributed to in-
dividual system

probability distri-
bution of an en-
semble

Remarks:

The cloning of the individual system is possible in the modified QM. In fact,
this is the standard measuring transformation with the trivial orthogonal
bases for which (in the notation of (2H4))

U ∶ δm0 ⊗ δsj ↦ δmj ⊗ δsj .
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4.4 The main consequences.

(i) The modified QM is the theory of reversible Markov processes in the
Extended Probability theory complemented with certain inner complex
structure.

In other words:

The modified QM is the statistical mechanics of many-particle systems
based on the new probability theory (EPT) and statistics. The quantum
state means the (extended) probability distribution.

(ii) By the use of the modified QM it is possible to save the locality
of QM and of all physics in general.
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