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Abstract. In this paper, we define a new cosine similarity
between two interval valued neutrosophic sets basedn
Bhattacharya’'s distance [19]. The notions of interal valued
neutrosophic sets (IVNS, for short) will be used asvector
representations in 3D-vector space. Based on the maparative
analysis of the existing similarity measures for IWS, we find that
our proposed similarity measure is better and moraobust. An
illustrative example of the pattern recognition shavs that the
proposed method is simple and effective.
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.  INTRODUCTION

The neutrsophic setdN§), pioneered by F. Smarandache ba

[1], has been studied and applied in differemtd, including
decision making problems [2, 3, 4 , 5, 284tabases [6-7],
medical diagnosis problems [8] , topology [9], cohtheory
[10], Image processing [11,12,13] and so on. Theradter of
NSs is that the values of its membership functionon-
membership function and indeterminacy function subsets.
The concept of neutrosophic sets generalizes thewing
concepts: the classic set, fuzzy set, interval edlfuzzy set,
Intuitionistic fuzzy set, and interval valued irttanistic fuzzy
set and so on, from a philosophical point of vidwerefore,
Wang et al [14] introduced an instance of neutrbgpsets
known as single valued neutrosophic sets (SVNSiclwivere
motivated from the practical point of view and thah be used
in real scientific and engineering application,d gomovide the
set theoretic operators and various properties UNSs.
However, in many applications, due to lack of knedge or
data about the problem domains, the decision irdition may
be provided with intervals, instead of real numbérhus,
interval
generation of NS, was introduced by Wang et al,[tiich is
characterized by a membership function, non-merhigers
function and an indeterminacy function, whose valae
intervals rather than real numbers. Also, the irkewvalued
neutrosophic set can represent uncertain, impreaosemplete
and inconsistent information which exist in thel nearld. As
an important extension of NS, IVNS has many appboa in
real life [16, 17].

valued neutrosophic sets (IVNS), as a ulsef
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suggested some new methods for measuring the simila
between neutrosophic set. However, there is ae littl
investigation on the similarity measure of IVNSthaugh
some method on measure of similarity between iaterv
valued neutrosophic sets have been presented iedéhtly.

Pattern recognition has been one of the fasteswiggo
areas during the last two decades because oféafalnoess and
fascination. In pattern recognition, on the basis the
knowledge of known pattern, our aim is to classife
unknown pattern. Because of the complex and urinentgure
of the problems. The problem pattern recognitiomgiigen in
the form of interval valued neutrosophic sets.

In this paper, motivated by the cosine similaritgasure
sed on Bhattacharya's distance [19], we proposeewa
method called “cosine similarity measure for intdrvalued
neutrosophic sets. Also the proposed and existimijasity
measures are compared to show that the proposefrityn
measure is more reasonable than some similaritysunes.
The proposed similarity measure is applied to patte
recognition

This paper is organized as follow: In section 2 sdrasic
definitions of neutrosophic set, single valued nesdphic set,
interval valued neutrosophic set and cosine siitjlaneasure
are presented briefly. In section 3, cosine sintylaneasure of
interval valued neutrosophic sets and their proai®
introduced. In section 4, results of the proposedilarity
measure and existing similarity measures are compan
section 5, the proposed similarity measure is aeppto deal
with the problem related to medical diagnosis. Bnave
conclude the paper.

Il PRELIMINARIE

This section gives a brief overview of the concepts
neutrosophic set, single valued neutrosophic satenial
valued neutrosophic set and cosine similarity mesasu

A. Neutrosophic Sets

1) Definition[1]
Let U be an universe of discourse then the neuptiscset
A is an object having the form

Many methods have been proposed for measuring the A = {< x: To(x), Ia(x), Fa(x)>, x € U}, where the

degree of similarity between neutrosophic set, r&iBi and
F. Smarandache [22] proposed several definitiorsirofiarity
measure between NS.

functions T, I, F : U» ]-0, 1+[ define respectively the degree
of membership (or Truth) , the degree of indeteanjn and

P.Majumdar and S.K.Samanfa [21



the degree of non-membership (or Falsehood) oélment x
€ U to the set A with the condition.

"0 <TA (x)+I4(x)+F, (x) <3". (1

From philosophical point of view, the neutrosoplsiet
takes the value from real standard or non-stangabdets of
170, 1. So instead of] -0, "] we need to take the interval [0,
1] for technical applications, because,]1'[will be difficult to
apply in the real applications such as in scientdnd
engineering problems.

For two NSANS = {<X,TA(X), IA(X), FA(X)> |X € X}

And Bys = {<x, Tg(x), Iz(x), Fg(x)> | x € X} the two
relations are defined as follows:

(1) Aps Bys If and only if T,(x) < Tg(x),
> Ip(x), Fa(x) = Fp(x)

(2) Ays = Bys ifand only if, Ty (x)=Tg(x), 15(x) =Ig(x),
Fp(x) =Fp(x)

[

[,(x)

B. Single Valued Neutrosophic Sets
1) Definition[14]
Let X be a space of points (objects) with geneléenents
in X denoted by x. An SVNS A in X is characterizbg a
truth-membership  function T,(x), an indeterminacy-
membership functiot, (x), and a falsity-membership function
Fa(x), for each point x in XT,(x), [,(x), Fo(x) €0, 1].

When X is continuous, an SVNS A can be written as

_ <Ta(x),Ia(x), Fa(x),>
A=[ = = X EX @)
When X is discrete, an SVNS A can be written as
A= 31 <Ta(xy), IA(?(i),FA(Xi).> % €X 3)

Xj
For two SVNSAgyns = {<X,Ta(x) , [4(%), FA(x)> |x € X}

And Bgyns = <X, Tg(x), Iz(x), Fg(x)> | x € X} the two
relations are defined as follows:

(1) Asyns € Bgynsif and only if Ta(x) < Tg(x), [a(%)
= I[g(x), Fa(®) = Fg(x)

(2 Asyns = Bsyns ifand onlyif, Ta(x) =Tp(x), (%)
=lg(x), Fap(x) =Fg(x) for anyx € X.

C. Interval Valued Neutrosophic Sets

1) Definition[15]
Let X be a space of points (objects) with genelinents in
X denoted by x. An interval valued neutrosophic (&t short
IVNS) A in X is characterized by truth-membershimétion
Ta(x), indeteminacy-membership functidp(x) and falsity-
membership functiorF,(x). For each point x in X, we have
thatFA(X), IA(X), FA(X) € [O, 1] .
For two IVNS,Ayns ={<X, [TE(x), T{ (X)],
[F5(0), F (0], (0, IR()] > [ x € X}
And Byns= {<X,
[Ty (), Tg (0], [F5 (), Fg ()], [I5(0), I ()]>| x € X} the two
relations are defined as follows:

[

(1) Awyns Biyns if and only if Ty(x) < Tg(x),Ty (%)
STE,IEE) 2EE),IIE 2E®), Fix) =F5®)
JFR(0 = FR().

(2)Awns = Byns ifandonlyif, TE(®)=Tg(x), TL(X)
=Ty (%), ZO=IE(0), IR(x) =g (), Fx()=F5(x), FZ(x)
=F§ (x) for anyx € X.

D. Cosine Smilarity

1) Definition

Cosine similarity is a fundamental angle-based nreasf
similarity between two vectors of n dimensions gsithe
cosine of the angle between them Candan and S§mjolt
measures the similarity between two vectors basgdan the
direction, ignoring the impact of the distance bestw them.
Given two vectors of attributes, X x,( x5, ... ,x,) and Y=
(Y1, Y2, --- » ¥Yn), the cosine similarity, c6s is represented
using a dot product and magnitude as

>R XiYi
CO$ -~ =181 )1
\I ?:1Xi2, Tyt

In vector space, a cosine similarity measure based
Bhattacharya’s distance [19] between two fuzzy $et(x;)
andug (x;) defined as follows:

(4)

Y1 #a(x) up(xy)

Cr (A, B) =
[T maG? [Siy upri?

()

The cosine of the angle between the vectors isinvitie
values between 0 and 1.

In 2-D vector space, J. Ye [18] defines cosine Isirty
measure between IFS as follows:

Cirs(A,B) = Y1 ma(x) up(xp)+va(x)ve(xy) 5
\/2?:1 HAG)+va(xp)? \/Z?zl 1B (x)?+vp (x;)?

Il . COSINE SIMILARITY M EASURE FORINTERVAL VALUED
NEUTROSOPHIC SETS.
The existing cosine similarity measure is definedtle
inner product of these two vectors divided by thedpct of
their lengths. The cosine similarity measure isabgine of the
angle between the vector representations of thefuazy sets.
The cosine similarity measure is a classic meassesl in
information retrieval and is the most widely regorimeasures
of vector similarity [19]. However, to the best afur
Knowledge, the existing cosine similarity measulegs not
deal with interval valued neutrosophic sets. Thaeef to
overcome this limitation in this section, a newinessimilarity
measure between interval valued neutrosophic sgimposed
in 3-D vector space.

Let A be an interval valued neutrosophic sets imizerse of
discourse X ={x}, the interval valued neutrosoplgets is
characterized by the interval of membershipy (k), TY (x)]
the interval degree of non-membersHig(x), F} (x)] and the
interval degree of indeterminaci[x), I3 (x)] which can be
considered as a vector representation with theetbtements.
Therefore, a cosine similarity measure for intenetrosophic
sets is proposed in an analogous manner to theecemnilarity
measure proposed by J. Ye [18].



E. Definition fuzzy sets, a cosine similarity measure betweerat valued

Assume that there are two interval neutrosophis Aeand ~ Neutrosophic sets A and B is proposed as follows
Bin X ={ x;,x, ,..., x,} Based on the extension measure for

Cy( A B)= % n (TR O + TR () (TG Oe)+T )+ UACe) + 14 () U (i) + 15 () +(Fi () + F (x) (FE (x) + Fg (x0)) )

T ke + 1Y Gy 01 0y ke + £ ey (e + T8 G+ e 18 ey + (b ) + Y e

(i) it is obvious that the proposition is true.

F. Propostion (iii) when A =B, there are

Let A and B be interval valued neutrosophic se¢sith TFx) = TE(x), TV () = T (%),
b 0=CydB)<1 o) = 150G, 17 (x) = I§(x) and
I Cy(AB)=Cy(B,4) FF(x) = Fr(x), FY(x) = FY(x) for i=1,2,...,n, So
iii. Cy(A,B)=1ifA=Bi.e there isCy(4,B) = 1
Ty (x) = Tg(x), Ty (x) = Tg (x0), If we consider the weights of each element a weighted
I () = 15(x), LI (x) = I§(x) and cosine similarity measure between IVNSs A and Biven as
Fff(xi) = F]é’l(xt) , FAU(xL') = Féj(xl) for i:1,2,...., n follows:

Proof : (i) it is obvious that the proposition is true accogdin
to the cosine valued

Co(AB)=Lym (T4 (i) + T4 (x0) (T ) +TE (e))+ U (xi) + 14 () U () + IF () +(FL i) + FR (%)) (F (xi) + F (%)) 8
wn (A, B)=— Xizaw; (8)
Jerko + T8 G2k +1§ G2+ ke + FY Gon? [(rheo + T (o2 + e +8 )2+ (B e + R (e
Wherew; € [0.1] ,i =1,2,...,n ,and}’, w; =1. i d(A,B)= 0, if 0<(C;(4,B) <1
1. . ii. d(A, B) =arcos1) =0, ifCy(4,B) =1
If we takew; = — i =1,2,...,n , then there i<, y(4,B) = ii. d(A, B) = d(B, A) if Cy(A,B) = Cy(B, A)
Cn(4,B). iv.  d(A, C)<d(A, B)+d(B,C) if AcBc C forany

The weighted cosine similarity measure between two interval valued neutrosophic sets C.

IVNSs A and B also satisfies the following propest ) o .
Proof : obviously, d(A,B) satisfies the (i) — (iii). In the

. 0<Cyn(4B)<1 following , d(A,B) will be proved to satisfy thevji
i, Cun(A B) =Cun(B,A)

i Con(AB)=1 ifA=Bie Forany C = {x;}, A € B c C since Eq ( 7) is the sum of

terms. Let us consider the distance measure ofatigle

TE(x) = TE(x), TV () =T (x) , Iz(x) = ;
G, 190 = 180c) andF(e) = FE(x), FYGe) =  Comweenvectors:
FO(e) for 1.2, o m di(AGx), Blx) = arcosCy(A(x), B(x))),

di(B(x;), Cx;)) = arcos(Cy(B(x;), C(x;))) and
d;(A(x;), C(x;)) =arcos(Cy(A(x;), C(x,))), for i=1, 2, .., n,

G. Proposition where

Let the distance measure of the angle@sB)= arcos
(Cn(A, B)) then it satisfies the following properties.

(Th ) + T () (T e +TH ) +U5 ) + 15 (e)) UBGe) + 15 () +(F5 Oxp) + Fi () (FEGxp) + FE (x)

CN(A! B):l n (9)

=1
" Jerkeo + 1§ Ginr+ G+ G2+ Pk + B g? (e + 18 Gon®+ e+ )2+ (R e + Y G2

Cy(B,C)=2 3m (T§ (<) + T (<) (TEG)+TE D)+ UG + 18 (ki) UEGe) + 1€ (k) +(FE (ep) + FE (x) (FE(ep) + FE () (10)
’ - i=1
" Jerk o + 7Y o2+ b+ Gy (b + FY G [(rde + 18 e+t +1Z oy (e + BY G2
Cy(A,C)= % n (TR O + T (x) (TE e+ TE e+ UG Ge) + 14 (e)) UEGey) + 18 () +(F(xp) + F (x)) (FE(xp) + FE (%) (11)

i=1
Jerkeo + 1Y G2k ok + Y Gon? [k + 18 2 b+ G+ h G + FY Gop?

For three vectors
A(x) = <x, [ Ta(x), TGOl [ I8, Ld ()]s [Fa(x) . Clx) = <, [ TE () TE (el [ 1) ¢ (x) T,

Fi (x)] > [F&(x) , FY (x)] >, in a plane ,

B(x;) = <x;, [ Tg(x;) . Tg (x;) LU I5(x) I (x) 1, [FE (%)
Fg (x)] >



IfA(x)<SB(x) €C k) (=1, 2,..,n), then it is obvious
that d(Ak;), Clx;)) < d( Alx;), B(x;)) + d(Blx;), Clxy)),
According to the triangle inequality. Combiningetimequality
with Eq (7), we can obtain d(A, @ d(A, B) + d(B, C)

Thus, d(A,B) satisfies the property (iv). So we édinished
the proof.

IV. COMPARISON OF NEW SIMILARITY MEASURE WITH
THE EXISTING M EASURES.

Let A and B be two interval neutrosophic set lire t
universe of discourse Xx{, x,,.,x,}. For the cosine similarity
and the existing similarity measures of intervallued
neutrosophic sets introduced in [5, 21], they dsted as
follows:

Pinaki’'s similarity | [21]
Spr=

T {min{Ta (x{), Tp (x;)}+min{l (x;),I5 (x;)}+ min{F  (x;),Fg (x;{)}}
S {max{Ta (x;),Tg(x;)}+max{la (x;),Ig (x;)}+ max{Fa (x;),Fp (xi)}}

12)
Also ,P. Majumdar [21] proposed weighted similaritgasure
for neutrosophic set as follows:

Tieq wi (Ta(x) T (x)+(1a(x)): Ig(x{)+(Fa(x)) Fp(x))
max(w;i ' Ta(x)2+1a(x)Z2+Fa(xi)? , wiy/ Ta (x1)? +IB (x{) 2 +Fp (x{)?))

Spir =

(13)
Where,Sp;, Spi; denotes Pinaki’s similarity | and Pinaki's
similarity Il

Ye's similarity [5] is defined as the following:

Sye(4,B) = 1- = XLy w; [linfTa (x;) — infTg(x;)| +
|supTa(x;) — supTg(x;)| + !inﬂA(Xi) —_inﬂB(Xi)| +
|supl (x;) — suplg(x;)| + |infF5(x;) — infFg(x;)| +
|supFa(xi) — supFg(x;)]

Example 1:

Let A={<x, (0.2,0.20.3)>} and B={<x, (0.B.2 0.5)>}
Pinaki similarity | = 0.58

Pinaki similarity Il (withw; =1) = 0.29

Ye similarity (with w; =1) = 0.83

Cosine similarityCy (A, B) = 0.95

Example 2:

Let A= {<x, ([0.2, 0.3], [0.5, 0.6] ,[ 0.3, 0.5])>and B{<x,
([0.5, 0.6], [0.3, 0.6] ,[0.5, 0.6])>}

Pinaki similarty | = NA

Pinaki similarty 11(Withw; =1) = NA
Ye similarity (With w; =1) =0.81
Cosine similarityCy (A, B) = 0.92

On the basis of computational study. J.Ye [5] hstvewn that
their measure is more effective and reasonablémilas kind

of study with the help of the proposed new meadased on
the cosine similarity, has been done and it is dotimat the
obtained results are more refined and accuratendy be

(14)

observed from the example 1 and 2 that the valtisgnilarity
measures are more closer to 1 wi(A, B) ,the proposed
similarity measure. This implies that we may be enor
deterministic for correct diagnosis and propertiresnt.

V. APPLICATION OF COSINE SIMILARITY MEASURE FOR
INTERVAL  VALUED NEUTROSOPHIC NUMBERS TO
PATTERN RECOGNITION

In order to demonstrate the application of the psmgl cosine
similarity measure for interval valued neutrosioptumbers
to pattern recognition, we discuss the medical rbag
problem as follows:

For example the patient reported temperature clajrthiat the
patient has temperature between 0.5 and 0.7 beveri
[/certainty, some how it is between 0.2 and 0.4etedninable
if temperature is cause or the effect of his curretisease.
And it between 0.1 and 0.2 sure that temperatue fa
relation with his main disease. This piece of infation about
one patient and one symptom may be written as:

(patient , Temperature) = <[0.5, 0.7], [0.2 ,0[8]1, 0.2]>
(patient , Headache) = < [0.2, 0.3], [0.3,0.5]3[®.6]>
(patient , Cough) = <[0.4, 0.5], [0.6 ,0.7],300.4]>

Then, P={<x,, [0.5, 0.7], [0.2 ,0.4], [0.1, 0.2] >, x,, [0.2,
0.3], [0.3, 0.5], [0.3, 0.6] > ,%5, [0.4, 0.5], [0.6 ,0.7], [0.3,
0.4]>}

And each diagnosid; (i=1, 2, 3) can also be represented
by interval valued neutrosophic numbers with respeall the
symptoms as follows:

A= {< x,, [0.5, 0.6], [0.2 ,0.3], [0.4, 0.5] >, %, , [0.2, 0.6 ],
[0.3,0.4],[0.6,0.7]>%5, [0.1,0.2],[0.3,0.6 ], [0.7, 0.8]>}

A,={< x,, [0.4, 0.5], [0.3, 0.4], [0.5, 0.6] >, %, , [0.3, 0.5 ],
[0.4,0.6],[0.2, 0.4]>< x5 ,[0.3,0.6],[0.1,0.2], [0.5, 0.6]>}

As= {< x,, [0.6, 0.8], [0.4 ,0.5], [0.3, 0.4]>x5 , [0.3, 0.7 ],
[0.2,0.3], [0.4, 0.7]> ,%3, [0.3, 0.5 ], [0.4, 0.7 ], [0.2, 0.6]>}

Our aim is to classify the pattern P in one oftlesses,,
A,, A; .According to the recognition principle of maximum
degree of similarity measure between interval \@lue
neutrosophic numbers, the process of diagndgiso patient P
is derived according to

k = arg MaX{CN( Ai ;P))}

from the previous formula (7) , we can computedbsine
similarity betweem; (i=1, 2, 3) and P as follows;

Cy( A,,P)=0.8988, Cy( A,,P)=0.8560, Cy( As,P)
=0.9654

Then, we can assign the patient to diagnogis (Typoid)
according to recognition of principal.

VI. Conclusions.

In this paper a cosine similarity measure betwiem and
weighted interval valued neutrosophic sets is psedo The
results of the proposed similarity measure and tiegjs
similarity measure are compared. Finally, the pssgbcosine
similarity measure is applied to pattern recognitio
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