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Abstract

In this paper, we intend to build Quadratic Sequences which converge to a number in the
form K+/2 or a similar form.



1 Introduction

Quadratic Sequences seem to be hard to solve. They have a chaotic characteristic in
general. But in this paper, we are going to be able to find out how to build some of them,

which converge to a specific number.

First of all, we’ll start to think about the “limit definition of the derivative” and how can
it help us to approximate values. More precisely, if we have a function f,) = Vx, how can

we compute the value of the square root of a number that is not a perfect square.

Once we have the approximation, we are going to study the “error” we made in it, given
by the limit definition of the derivative.
Next, we’ll try to find out the “error function” that makes this value an approximate

value.
With the error function in our hands, we are going to build a Sequence - based on the

first approach of the square root - which converges to the square root or a number in the
form kv/2.

2 The limit definition of the derivative

2.1 Building the Error Function for f, = Vx

Taking the Limit Definition of the Derivative:

foevn) — foo

We can say:
fern) = feo + Wi

And the smaller h, the more precise the approximation.



Let:
f(x) = ‘/E

Let’s suppose that we have a perfect square and, therefore, we know its square root.
b= +a b € Nyae N

But also we have an integer that is not a perfect square and we want to calculate the
approximate value of its square root.

d = +c deR;ceN

Let’s assume: ¢ > a
Then:

c=a+h heN

This means: d > b
Then:

d=b+m meR
Now we can do the following replacements:
Ve= Va+m

c= (\/E+m)2 =a+2mva+m?

But we said that:

c=a+h
Then:
h=c—a

h=a+2mJa+m?—a

h = 2mva + m?



On the other hand, the derivative of f(,) is:

, d
f(x) = %\/I
flo = —

) 2\/;

, 1

Hence, we can say that:

fior = farn = fa) + M

2mva + m?
feor & fay + =5
But:
m=d-—>b
m=+c—+a
m = fio ~ f
Then:

2(fio) — f)fw + (fio = fi)

2

f(C) = f(a) +

f(c) Ef(a) +f(c) _f(a) +

(fo = fw)’

fo = fo+
©) (0 Zf(a)

(fo = fw)’



And here we could find the “error” that we made when we did the approximation with

the formula of the Derivative.

2
e = M Eq. 2
2f(a)

2.2 The Error Function as a function of c.

Let’s suppose that ¢ = 2a.

(This is a particular case of how to get the approximate value of f(.), but it will help us to
build a nicely sequence. However, we can make as many assumptions as we like, and still
get a sequence).

So, let’s rewrite the error function as a function of c.

fo =1
But:
f(x) = \/z
So:

fe
f(a) _J©

Il

Then:

(\/Ef © — fi (c))2
V2

‘/Ef(C)

€)=



(fo(vZ-1))
o = 2
) ‘/Ef(c)

-1y’
(© Zﬁf(c)

vZ-1)
e = flo (%)

3 Making approximations to build a Sequence

3.1 The first approach

Now we have our error function as a function of c, the first approach of f.) will be:

f©o = foy + e

vz -1)*
fero = fo T fo <%>

~ Z-1)°
fo = fo <1 +—2\/§

3
= fi)—= Eq. 3
fo, = fo N5 q

So, using the definition of the Derivative, we found in Eq. 3 the first approach of f.

3.2 The subsequent approaches

From now, we are going to find better approximations of f), replacing the previous
approximation into the error function of the new approximation.
In other words, we are going to build a Sequence which converges to f(().



To do this, we will take the first approach and subtract a new error value each time.
(Think about the first approach: It has already got an “error”. So, the idea is to subtract
new error values to be able to approach better and better to f)).

The subsequent values of f() will be:

fio. =fosm= 5 \/— ~ €0,
fio. =fos= 5 \/— — €(c),
flos =fos= > \/— — e,
And so on...

Where e, isa function off(c)n

But this doesn’t prove that the subsequent values will be better approaches! It’s just a

recurrent formula that we don’t know if it is useful.

Let’s work a little more.

Given ey is a function of f.), we can say:

fom = fiokn

Where k,, is a factor that produces each approximation of f.

Then, using Eq. 2 for the error function:

_ 3 (f(C)n—1 B f(a))2
f(C)n = flo) W2 - 2fa)

fon =t Nl o



<\/§f ©ny —J (c))z

_ . 3 V2
fon = fo w5 N

3 2,y ~ 2V2f0, fo + 16

f(C)n :f(C) W2 Zﬁf(c)

Now, we are going to introduce k, in f(C)n on the right side of the equation:

3 2kiif% fo
= - + kn_1fie) —
f(c)n f(c)2 ,—2 2 ,—Zf(c) n 1f(c) 2 ,—2

P (3 R 1)
O =IOv2 V2 T 22

fo. = f, ( kns g +1>
(©n — J() V2 n-1 V2

So, we can say:

ki 1
kp=—— 4 kg +—

V2 V2

But what’s the relationship between k,, and k,_; 7

3.3 Proving the convergence of the Sequence

To answer our last question we have to analyze two scenarios:

1) kpoq>1
2) knpq <1

So first, let k,_; > 1.
Which means:

kn_1=1+1‘

Then:



f ( (1+r)2+1+ N 1>
= r —
(C)n \/E
f ( 1+2r+r 144 1)
= r —
(©n \/E
r2 1
V2t —
fo, = f(c)( 7z ﬁ>

fon. = fo (—%+r(1 _‘/E) + 1)

So, the term that represents k,, is a parabola.
Let’s find its global extremum.

%(—\r/—;+r(1—\/§)+1>= —V2r+1-+2
—V2r+1-vV2=0

1-v2

V2

Is it a Maximum or a Minimum?

By taking the second derivative of ky;
d
4 (VEre1-v2)= vz

The parabola is concave down, so it’s a Maximum.
And this Maximum is negative (for ). So, the graphic will be:
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Figure 1

As r > 0 (Because we said that k,_; > 1), we are going to analyze only the interval
(0, ) for 7.

In this interval, the slope of the tangent lines of the curve is always negative. And as r
increases, the absolute value of the slope increases too (because it’s a concave down
parabola).

But let’s go further.
For which value of r, the slope of its tangent line is -17

—2r+1-v2=-1

_2-\2
2

r

So, in the interval (O,%) the variations in k,, are less than the variations in r.

And also we know that k,, is always less than 1 when r is greater than 0 (from the
formula of k, represented in the graphic).
Then, we can say:

ko=1-s

And if:



2 -2 2 -2 V2 -1
thens < r because whenr = ,S = wich is less than r.

V2 V2 V2

0<r<

So, if s is always less than r (in the interval we mentioned), even though k,, is less than 1,
f(C)n will be a better approach than f(C)n—1

Now, let k,_; < 1.
Which means:

kn_1=1—7'
Then:
f ( (1_r)2+1 + 1)
= —-7r JE—
(©n \/E
f ( 1—2r+r 1-2r4r® N 1)
_r —
©n = \/7
Vir- T !
——+ r——+1—r+—
f(C)n f(¢)< \/E \/E)

fo, = fo <_z_§_r(1 _\/E) + 1)

So, the term that represents k,, is a parabola.
Let’s find its global extremum.

%(—\r/—;—r(l—ﬁ)+1>= —2r—1++2

—2r—1+v2=0

V2 -1
V2

T =

Is it a Maximum or a Minimum?
By taking the second derivative of k,,:



2 (V2r-1442) = 2

The parabola is concave down, so it’s a Maximum.
And this Maximum is positive (for r). So, the graphic will be:
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Figure 2

As r > 0 (Because we said that k,_, < 1), we are going to analyze only the interval
(0, ) for 7.

In this interval, the slope of the tangent lines of the curve is positive when r is less than
the Maximum, and negative when it is greater. Plus, when r = 0, the slope is less than 1.

V2-1

So, in the interval (0’?) the variations in k, are less than the variations in r. And k,

is greater than 1.
Then, we can say:
kno=1+s

And if:

V2 -1 V2 -1 2v2 -3
then s < r because whenr = ,S = wich is less than r.

V2 V2 2V2

0<r<




So, if s is always less than r (in the interval we mentioned), even though k,, is greater
than 1, f(C)n will be a better approach than f(C)n—1

Given the intervals we mentioned, we can say that the Sequence we proposed converges
to f ()

4 Building the Sequence

4.1 First of all, the final prove

The first approach of fy is:

3
foow =floT7= 5

So:
= 3
0 2\/5
In this case, ky > 1.
Then:
3-2V2 2—-2
ko =141y »1rg =———=— whichis less than
2v2 V2

So, 1y is in the interval that makes f(c)l a better approach.

The second approach would be:

k2 1
fo., = fo < \/E‘l' ko + ﬁ)

_ (_L+i+i>
Jeon=to\~gzt vzt vz

11
fo,=fo= 5



In this case, k; < 1.
Then:

8v2—-11 2—1
\/_— which is less than V2

82 V2

k1=1—7‘1 —>T‘1=

So, 17 is in the interval that makes f(c)z a better approach.

As f(c)z will be greater than f) and a better approach than f(C)O , I, wil also be in the
interval that makes f(c)3 a better approach.
And, as f(c)3 will be less than f) and a better approach than f(C)1 , 73 will also be in the

interval that makes f(c)4 a better approach.

So, the Sequence we proposed really converges to f).

3 3 (fiyes = f)’
f(C)n - f(C) W2 - Zf(a)

4.2 Now let’s build the Sequence

Remember we said that a is a perfect square, and b is an integer wich is the square root
of a.

Also we said that ¢ = 2a.

So c is 2 times a perfect square.

Then:
f(c) = b\/i
2
f(c) — _b _ (ﬂc)n—l - ﬂa))
L) 2fw
2 2 2
for ==b— (f(C)n—1 — b) _ Eb _ f(c)n—l B be(c)n—l +b
©n =7 2b 2 2b

2
3 fo, 1
fo, =50 ==+ fo,, — 5P




_ . fop,
fo,=b——,~ tfo,,

In other words, we can say that the following Quadratic Sequence converges to bv/2:

az_ 3
an=b—;—b1+an_1 aozzb;bEN




The following graphics show the shapes of these convergences.
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5 A nicer Quadratic Sequence

Let’s go further to find a nicer Quadratic Sequence.

Let:
1 2
a,=—+=+5»b dy = —
n n 0 b
Then:
1 2
l+b—b (d"‘1+b) + ! +b
n 2b dn-1
1 2b
L, zota Lt \
4 0T 2b T4
i b=b-—— Loy Ly
d, 2bd2_, dp_y 2 dyp,
1 b 1

d, 2bd?_,
_ 2bd}_,
" ob2di_, -1
Let:
1 1
d, = — =_p
" gn 9o =73



1 In-1
2
gn BT _4
In-1
2b
i _ In-1
gn b2—gi
91%—1
1 B 2b
gn b*—gi_,
_ b* — 9121—1
g‘l’l 2b
1 1
As gn = o and d,, = e

We can say that the following Quadratic Sequence converges to b(\/? — 1):

_ lb _9121—1
In =597 )

1
=-b:b €N
9o 2b,b

6 Final Conclusion

The number b doesn’t have to be an integer. We can build the same sequences based, for

example, on these values:
18 9

=—;a= 'b—3 b =2 db=+a
C—4,a—4, =3 (because ¢ = 2a an =+a)

Furthermore, b doesn’t have to be only an integer or a rational number. It could be a

Real number. For example:

V2. 3 2
n-1 +a,_1 convergesto 3

a, = — a
n 3 2\/7



