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Preface

The purpose of writing this book is to suggest some improved estimators using
auxiliary information in sampling schemes like simple random sampling and systematic
sampling.

This volume is a collection of five papers, written by eight coauthors (listed in the
order of the papers): Manoj K. Chaudhary, Sachin Malik, Rajesh Singh, Florentin
Smarandache, Hemant Verma, Prayas Sharma, Olufadi Yunusa, and Viplav Kumar Singh,
from India, Nigeria, and USA.

The following problems have been discussed in the book:

In chapter one an estimator in systematic sampling using auxiliary information is
studied in the presence of non-response. In second chapter some improved estimators are
suggested using auxiliary information. In third chapter some improved ratio-type estimators
are suggested and their properties are studied under second order of approximation.

In chapter four and five some estimators are proposed for estimating unknown
population parameter(s) and their properties are studied.

This book will be helpful for the researchers and students who are working in the field
of finite population estimation.



Use of Auxiliary Information for Estimating Population Mean in Systematic Sampling
under Non- Response

Manoj K. Chaudhary, *Sachin Malik, 'Rajesh Singh and ?Florentin Smarandache
!Department of Statistics, Banaras Hindu University, Varanasi-221005, | ndia

2Department of Mathematics, University of New Mexico, Gallup, USA

tCorresponding author

Abstract

In this paper we have adapted Singh and Shukla (1987) estimator in systematic
sampling using auxiliary information in the presence of non-response. The properties of the
suggested family have been discussed. Expressions for the bias and mean square error (MSE)
of the suggested family have been derived. The comparative study of the optimum estimator
of the family with ratio, product, dual to ratio and sample mean estimators in systematic
sampling under non-response has also been done. One numerical illustration is carried out to

verify the theoretical results.

Keywords. Auxiliary variable, systematic sampling, factor-type estimator, mean square

€1ror, non-response.



1. Introduction

There are some natural populations like forests etc., where it is not possible to apply
easily the simple random sampling or other sampling schemes for estimating the population
characteristics. In such situations, one can easily implement the method of systematic
sampling for selecting a sample from the population. In this sampling scheme, only the first
unit is selected at random, the rest being automatically selected according to a predetermined
pattern. Systematic sampling has been considered in detail by Madow and Madow (1944),
Cochran (1946) and Lahiri (1954). The application of systematic sampling to forest surveys
has been illustrated by Hasel (1942), Finney (1948) and Nair and Bhargava (1951).

The use of auxiliary information has been permeated the important role to improve
the efficiency of the estimators in systematic sampling. Kushwaha and Singh (1989)
suggested a class of almost unbiased ratio and product type estimators for estimating the
population mean using jack-knife technique initiated by Quenouille (1956). Later Banarasi et
al. (1993), Singh and Singh (1998), Singh et al. (2012), Singh et al. (2012) and Singh and
Solanki (2012) have made an attempt to improve the estimators of population mean using

auxiliary information in systematic sampling.

The problem of non-response is very common in surveys and consequently the
estimators may produce bias results. Hansen and Hurwitz (1946) considered the problem of
estimation of population mean under non-response. They proposed a sampling plan that
involves taking a subsample of non-respondents after the first mail attempt and then
enumerating the subsample by personal interview. El-Badry (1956) extended Hansen and
Hurwitz (1946) technique. Hansen and Hurwitz (1946) technique in simple random sampling
is described as: From a population U = (Ui, Uz, ---, Un), a large first phase sample of size n’
is selected by simple random sampling without replacement (SRSWOR). A smaller second
phase sample of size n is selected from n” by SRSWOR. Non-response occurs on the second
phase of size n in which ni units respond and n2 units do not. From the n2 non-respondents,
by SRSWOR a sample of r = n2/ k; k > lunits is selected. It is assumed that all the r units
respond this time round. (see Singh and Kumar (20009)). Several authors such as Cochran
(1977), Sodipo and Obisesan (2007), Rao (1987), Khare and Srivastava ( 1997) and Okafor
and Lee (2000) have studied the problem of non-response under SRS.



In the sequence of improving the estimator, Singh and Shukla (1987) proposed a
family of factor-type estimators for estimating the population mean in simple random

sampling using an auxiliary variable, as

T :;{(A+C)X+ fo} (L)

(A+ fB)X +Cx

where §/ and xare the sample means of the population means Y and X respectively. A,
Band Care the functions of &, which is a scalar and chosen so as the MSE of the estimator

Te 1S minimum.
Where,
A=(a-1)a-2), B=(a-1)a-4),

C=(a-2)a-3)a-4); >0 and

f=—.
N

Remark 1: If we take =1, 2, 3 and 4, the resulting estimators will be ratio, product, dual
to ratio and sample mean estimators of population mean in simple random sampling

respectively (for details see Singh and Shukla (1987) ).

In this paper, we have proposed a family of factor-type estimators for estimating the
population mean in systematic sampling in the presence of non-response adapting Singh and
Shukla (1987) estimator. The properties of the proposed family have been discussed with the
help of empirical study.

2. Sampling Strategy and Estimation Procedure

Let us assume that a population consists of N units numbered from 1 to N in some
order. If N = nk , where Kk is a positive integer, then there will be k possible samples each
consisting of N units. We select a sample at random and collect the information from the
units of the selected sample. Let n, units in the sample responded and n,units did not
respond, so thatn, +n, =n. The n, units may be regarded as a sample from the response

class and n, units as a sample from the non-response class belonging to the population. Let

us assume that N, and N, be the number of units in the response class and non-response



class respectively in the population. Obviously, N, and N, are not known but their unbiased

estimates can be obtained from the sample as

A

N,=nN/n; N,=n,N/n.

Further, using Hansen and Hurwitz (1946) technique we select a sub-sample of size
h, from the n, non-respondent units such that n, =h,L (L >1) and gather the information

on all the units selected in the sub-sample (for details on Hansen and Hurwitz (1946)

technique see Singh and Kumar (2009)).

Let Y and X be the study and auxiliary variables with respective population means
Y and X . Let Yi (Xij) be the observation on the ™ unit in the i" systematic sample under

study (auxiliary) variable (i =1..k: j=1...n).Let us consider the situation in which non-
response is observed on study variable and auxiliary variable is free from non-response. The

Hansen-Hurwitz (1946) estimator of population mean Y and sample mean estimator of X

based on a systematic sample of size n, are respectively given by

= MYy +Yy,
y i 2
n

— 18
and X= —z X;
n j=1

where y,, and ?/hz are respectively the means based on n, respondent units and h, non-

respondent units. Obviously, 7 and X are unbiased estimators of Y and Yrespectively. The

— —
respective variances of y and X are expressed as

) N-1 , L-1..

V(y )— W{H(n—l)pv}sy = WS, 2.1
and

)= N-1 _ 2
V(x) = i -0ps; 2.2)



where p, and p, are the correlation coefficients between a pair of units within the
systematic sample for the study and auxiliary variables respectively. S; and S; are
respectively the mean squares of the entire group for study and auxiliary variables. S, be the
population mean square of non-response group under study variable and W, is the non-

response rate in the population.

Assuming population mean X of auxiliary variable is known, the usual ratio,
product and dual to ratio estimators based on a systematic sample under non-response are

respectively given by

*

Ve=LX, 2.3)
X

pa— 3 _*;

Y = yT (24)

and Yo=Y (2.5)

— % —%

Obviously, all the above estimators Y., Y, and 7,; are biased. To derive the biases

— % —

and mean square errors (MSE) of the estimatorsy,, Y, and 9; under large sample

approximation, let
y=Y(+e)

x=X(+e)
such that E(e,) = E(g) =0,

—

gler) = )= Nolg nonp,des + 50wy 22 2.6)
Y nN n

ele) = Y- N1 e o
X nN



Eleg) - C°VV(§’X) = S+ i+ (-} C 23)

where C,and C, are the coefficients of variation of study and auxiliary variables

respectively in the population (for proof see Singh and Singh(1998) and Singh (2003, pg.
no. 138)).

The biases and MSE’s of the estimators )_/R , SIP and §/D up to the first order of

approximation using (2.6-2.8), are respectively given by

B({f,;)z %\_{{lﬂn—l)px}(l— Kp')c2, (2.9)
N
msely )= TV i+ (-, o7 Cl -2k [+ w20
Blys) = TVl (-, ko CE @11)
N -
MSE(yP)— WY (=)o, Jp7 2+ i+ 2kp )z ]+ £ —W 1S2,, (2.12)
8(7,;): I\;N Y{i+m-1)p Jpxlc, (2.13)
— ) _ N-132 f f
MSE(yD)— N Y {1+ (n=1)p ){p cv+(1_fj{ fJ 2p K}C}
G 1)W 1 S2, (2.14)
where,
_{i+(n-1)p,}> _C
p Hs(n-np, 14 TP

( for details of proof refer to Singh et al.(2012)).

The regression estimator based on a systematic sample under non-response is given by

10



% —k P —
y, =y +b(X-x) (2.15)

MSE of the estimator y, is given by

(L-1)

n

% N —1—2 2
MSE(y,) = =Y " {i+(n-1)p, fei -kec; o + W, S, (2.16)

3. Adapted Family of Estimators

Adapting the estimator proposed by Singh and Shukla (1987), a family of factor-type
estimators of population mean in systematic sampling under non-response is written as
. _—| (A+C)X + Bx

—|. 3.1
¢ y[(A+ fB)X+Cx} G-

The constants A, B, C, and f are same as defined in (1.1).

It can easily be seen that the proposed family generates the non-response versions of
some well known estimators of population mean in systematic sampling on putting different
choices of & . For example, if we take & = 1, 2, 3 and 4, the resulting estimators will be ratio,
product, dual to ratio and sample mean estimators of population mean in systematic sampling

under non-response respectively.

3.1 Propertiesof T,

Obviously, the proposed family is biased for the population mean . In order to find

the bias and MSE of T, we use large sample approximations. Expressing the equation (3.1)

in terms ofe ’s (i = 0,1) we have

. Y(+¢)1+De)"'[(A+C)+ fB(1+e )]

T, = (3.2)
A+ fB+C
where D :L,
A+ fB+C

Since |D| <1 and |q| <1, neglecting the terms of €’s (i =0,1) having power greater
than two, the equation (3.2) can be written as

11



T Y=

o m[(AJF C)e, —De + D€’ —Deye |

+ fBe, —(D-1)g +D(D-1)&* —(D-1)e,e . (3.3)

Taking expectation of both sides of the equation (3.3), we get

ki S k]

nd ¢, (@) _c hen

Let g (@) = — 2 4 = {
A+ fB+C A+ fB+C

C-fB

#a) = ¢,(a) - ¢/(a) = AT B1C

Thus, we have

Efr; -¥] = Yola)lp, (2)E(E)-E(e,e)]. (3.4)

Putting the values of E(ef) and E(eoel) from equations (2.7) and (2.8) into the

equation (3.4), we get the bias of T as

BiT;) = 9la)” —2¥fi+ (-1, o (@)- K G G.5)

Squaring both the sides of the equation (3.3) and then taking expectation, we get
% =R =2
efr; Y[ = V'[E€))+ ¢ ()E(e})- 20(@)E(.)]. (3.6)

Substituting the values of E(€?), E(€’) and E(eg) from the respective equations

(2.6), (2.7) and (2.8) into the equation (3.6), we get the MSE of T as
* N - 1 2 *2 *
Mee(r;) = IV 1 (n-1)p, o 3+ (@)- 20l k)3

Gl

“ws:,. 3.7)

12



3.2 Optimum Choiceof «

In order to obtain the optimum choice of «, we differentiate the equation (3.7) with

respect to & and equating the derivative to zero, we get the normal equation as

PV i+ (-1, Jeolak @)~ 20@)p K S =0 (3.8)

n
where ¢'(@) is the first derivative of ¢(a) with respect to ¢ .
Now from equation (3.8), we get
¢la) = p'K (3.9)

which is the cubic equation ine . Thus @ has three real roots for which the MSE of proposed

family would attain its minimum.
Putting the value of ¢(c) from equation (3.9) into equation (3.7), we get

MSET; ), = SV i (-, el - ket o +

o

(L-1)

n

WS,  (3.10)

which is the MSE of the usual regression estimator of population mean in systematic

sampling under non-response.
4. Empirical Study

In the support of theoretical results, we have considered the data given in Murthy
(1967, p. 131-132). These data are related to the length and timber volume for ten blocks of
the blacks mountain experimental forest. The value of intraclass correlation coefficients
pyand p, have been given approximately equal by Murthy (1967, p. 149) and Kushwaha
and Singh (1989) for the systematic sample of size 16 by enumerating all possible systematic
samples after arranging the data in ascending order of strip length. The particulars of the

population are given below:
N=176, n=16, Y=282.6136,  X=6.9943,

S1=24114.6700,  S2=8.7600, p=0.8710,

13



S, = % S? = 18086.0025.

Table 1 depicts the MSE’s and variance of the estimators of proposed family with

respect to non-response rate (W, ).

Table1l: MSE and Variance of the Estimators for L= 2.

o W,
0.1 0.2 0.3 0.4
L(=yo) 37137 484.41 597.45 710.48
2(=y0) 1908.81 2021.85 2134.89 2247.93
3=yo) 1063.22 1176.26 1289.30 1402.33
4=y 1140.69 1253.13 1366.17 1479.205
ot (= (T i) 270.67 383.71 496.75 609.78

5. Conclusion

In this paper, we have adapted Singh and Shukla (1987) estimator in systematic
sampling in the presence of non-response using an auxiliary variable and obtained the
optimum estimator of the proposed family. It is observed that the proposed family can
generate the non-response versions of a number of estimators of population mean in
systematic sampling on different choice of . From Table 1, we observe that the proposed
family under optimum condition has minimum MSE, which is equal to the MSE of the
regression estimator (most of the class of estimators in sampling literature under optimum
condition attains MSE equal to the MSE of the regression estimator). It is also seen that the
MSE or variance of the estimators increases with increase in non response rate in the

population.

14
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Some I mproved Estimator s of Population M ean Using | nformation on Two
Auxiliary Attributes

Hemant Verma, t*Rajesh Singh and 2Florentin Smarandache
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Abstract

In this paper, we have studied the problem of estimating the finite population mean
when information on two auxiliary attributes are available. Some improved estimators in
simple random sampling without replacement have been suggested and their properties are
studied. The expressions of mean squared error’s (MSE’s) up to the first order of
approximation are derived. An empirical study is carried out to judge the best estimator out of

the suggested estimators.

Key words: Simple random sampling, auxiliary attribute, point bi-serial correlation, phi
correlation, efficiency.

I ntroduction

The role of auxiliary information in survey sampling is to increase the precision of
estimators when study variable is highly correlated with auxiliary variable. But when we talk
about qualitative phenomena of any object then we use auxiliary attributes instead of
auxiliary variable. For example, if we talk about height of a person then sex will be a good
auxiliary attribute and similarly if we talk about particular breed of cow then in this case milk
produced by them will be good auxiliary variable.

Most of the times, we see that instead of one auxiliary variable we have
information on two auxiliary variables e.g.; to estimate the hourly wages we can use the
information on marital status and region of residence (see Gujrati and Sangeetha (2007),

page-311).
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In this paper, we assume that both auxiliary attributes have significant point bi-serial
correlation with the study variable and there is significant phi-correlation (see Yule (1912))
between the auxiliary attributes.

Consider a sample of size n drawn by simple random sampling without replacement

(SRSWOR) from a population of size N. let yj, ¢; (i=1,2) denote the observations on variable

y and ¢, (i=1,2) respectively for the j unit (i=1,2,3,...... N) . We note that ¢, =1, if j" unit
N n

possesses attribute ¢;=0 otherwise . Let A, = Z(bij, a, =z¢ij; i=1,2 denotes the total
j=I j=1

number of units in the population and sample respectively, possessing attribute ¢ . Similarly,

1

A — . o .
let P, :N— and p, zﬁ;(l=1,2 ) denotes the proportion of units in the population and
n

sample respectively possessing attribute ¢, (i=1,2).

In order to have an estimate of the study variable y, assuming the knowledge of
the population proportion P, Naik and Gupta (1996) and Singh et al. (2007) respectively

proposed following estimators:

17
1 =Y —
P (1.1)

- P2
2 = }{_J
P (1.2)

- Py Py
t3 =yexp ———
Fitp (13)
- —P
p, +P (1.4)

The bias and MSE expression’s of the estimator’s t, (i=1, 2, 3, 4) up to the first order of

approximation are, respectively, given by

B(t,)=Y,C2 [I-K,, )

<~ 2
B(t,)=YfK, C, (1.6)

18



_ C?
B(t3 ) =Yf, i[l - Kpbl }

2 |4 (1.7)
— C M
B(t4): | 2])2 |:Z+Kpb2:l (1 8)
MSE(t,)=Y 1| +C2 (1-2K , )] 9
—2

MSE(t,)=Y f,[c2 +C2 (1+2K , ] (1.10)
MSE(t,)=Y f|C2 +C? G—Kpb]j

i ] (1.11)
MSE(t,)=Y f,| C? +C2 (1+K bj

i y P2 4 pb; | (112)

1 1 1 N 1 N —
where, f :H-E , ij :N—Z( ) Sy¢j ZEZ(Yi_YXq)ji_Pj)a

i=l

= c= 0 20 o1k, =p, 1K, =py, o
ppbj - Sysq)j ? vy ? > Pj - PJ ? (-] o )’ pb, _ppb] C ’ pb, _ppbz C '
N S‘M’z : : ;
Sop, = el (&, —p, o, —p,) and Py = be the sample phi-covariance and phi-

S¢1 S¢z
correlation between ¢, and ¢, respectively, corresponding to the population phi-covariance

S(Mz
S¢\ S¢z

1 N
and phi-correlation S, , = ﬁz o, —P )&, —P,) and Py =
i=1

In this paper we have proposed some improved estimators of population mean using
information on two auxiliary attributes in simple random sampling without replacement. A
comparative study is also carried out to compare the optimum estimators with respect to usual

mean estimator with the help of numerical data.
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2. Proposed Estimators
Following Olkin (1958), we propose an estimator t, as

t,=y|w,—+w,—
b, )

where w, and w, are constants,such that w, +w, =1.

@.1)

Consider another estimator ts as

_ P. —
tg = [K61y+K62(P1 _p1)]eXpL)2 +p2}

2 p2

2.2)

where K, and K, are constants.

Following Shaoo et al. (1993), we propose another estimator t7 as

t, :§+K71(P1 —p1)+K72(P2 _pz)

(2.3)
where K ,, and K ,, are constants.

Biasand M SE of estimatorst,,t, and t,:

To obtain the bias and MSE expressions of the estimators t,(i=15,6,7) to the first

degree of approximation, we define

;’—§ p, — P p, P,

eO:T, elz s 62:

<
e
g

such that, E(e;)=0; 1=0,1, 2.

Also,

E(eg)=1,Cy, E(elz):flCi : E(e%):flcf)z,
1

E(eoel)=f1K C2 , E(eoez)=f1K
1

2 _ 2
pb, p pb2Cp2 , E(elez)—fqu)sz ,
K S ok Sk Sn
pb, ppb1 ~ pby — ppbz ’ o= p¢
Cp, CPz Cp2

Expressing (2.1) in terms of ¢’s we have,

— P P
t,=Y(+ — W, ———
s=Y(lre,)w, P(l+e,) hE P2(1+ez)}

20



t, :?(1+e0)[w1(1+e1)‘1+Wz(l+ez)_'J (3.1)

Expanding the right hand side of (3.1) and retaining terms up to second degrees of e’s, we have,
to=Y[l+e, —we —w,e, +wel +w,el —wee, —W,epe, (3.2)

Taking expectations of both sides of (3.1) and then subtracting Y from both sides, we get the bias of

estimator t; upto the first order of approximation as

Bias(t;) = Yf,[w,C? (1-K, )+ w,C2 (1-K,, ) (3.3)
From (3.2), we have,

(ts —?)E ?[eo —W,¢ _erz] (34

Squaring both sides of (3.4) and then taking expectations, we get the MSE of ts up to the first order of
approximation as

-2
MSE(t,) = Y f [C2 +wiC2 +wiC2 —2w K, C2 —2w K, C3 +2w,w,K,C2] (3.5
Minimization of (3.5) with respect to w; and w», we get the optimum values of w; and w» , as
2 2
KprCpl B K¢Cp

2 2
Cpl - K¢CP2

Witopt) = t= WT(SaY)

W2(opt) = 1 - Wl(opt)
2 2
_ Kpblcp] B K¢CP2

C -K,C.
C? [1 -K ]
— pi pb, — *( )
————— = W, say
C -K,C, :

Similarly, we get the bias and MSE expressions of estimator ts and t; respectively, as

Bias(t,) = K(,l?[l +£,C2, @ —%Kpbz ﬂ + %KzzPlfqu,Ciz (3.6)
Bias(t,) =0 3.7
And
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MSE(t,) =K%Y A, +K%,P2A, — 2K, K,P YA, +(1-2K,, )Y (3.8)

where A, =1+ f{Ci + Ciz (% -K, D
A, =fC,

ey

And the optimum values of K, and K, are respectively, given as
A
Keicopy = 2 2
P AA,-A]
YA,

- =K, (sa
62(opt) P, A,Az—A§ 62( Y)

MSE(t,) = Y £,C? + K2 P,C2 +K2,P,C2 —2K,P, Yf,K,, C2 —2K,,P,Yf,K,, C2,
+2K,,K,,PP,f K,C> (3.9)

= Kzl (SaY)

K

And the optimum values of K, and K, are respectively, given as

oy 2 2

— X Kpblcpl B Kpbz K¢sz _ K* (Sa )

Tiep) T p C2 —K;CZ = By 82y
P P2

1
— ? KszCIZDI B Kpbl K¢Cl§1
72(opt) — P_ C? — K;CZ

P1 P2

2

J =K., (say)

4, Empirical Study
Data: (Source: Government of Pakistan (2004))

The population consists rice cultivation areas in 73 districts of Pakistan. The variables are defined as:

Y=rice production (in 000’ tonnes, with one tonne = 0.984 ton) during 2003,

P; = production of farms where rice production is more than 20 tonnes during the year 2002, and

P, = proportion of farms with rice cultivation area more than 20 hectares during the year 2003.

For this data, we have
N=73, Y =61.3, P,=0.4247, P,=0.3425, S;=12371.4, S, =0.225490, S; =0.228311,
P, =0.621, p,, =0.673, p,=0.889.
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The percent relative efficiency (PRE’s) of the estimators ti (i=1,2,...7) with respect to unusual

unbiasedestimator y have been computed and given in Table 4.1.

Table4.1: PRE of the estimatorswith respectto y

Estimator PRE

y 100.00

t 162.7652
ty 48.7874
ts 131.5899
ta 60.2812
ts 165.8780
t6 197.7008
t7 183.2372

Conclusion
In this paper we have proposed some improved estimators of population mean using
information on two auxiliary attributes in simple random sampling without replacement. From the

Table 4.1 we observe that the estimator ts is the best followed by the estimator t; .
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Abstract

Chakrabarty (1979), Khoshnevisan et al. (2007), Sahai and Ray (1980), Ismail
et al. (2011) and Solanki et al. (2012) proposed estimators for estimating population mean Y .
Up to the first order of approximation and under optimum conditions, the minimum mean
squared error (MSE) of all the above estimators is equal to the MSE of the regression
estimator. In this paper, we have tried to found out the second order biases and mean square
errors of these estimators using information on auxiliary variable based on simple random
sampling. Finally, we have compared the performance of these estimators with some

numerical illustration.

Keywords: Simple Random Sampling, population mean, study variable, auxiliary variable,

exponential ratio type estimator, exponential product estimator, Bias and MSE.

1. I ntroduction

Let U= (Ui ,U2, Us, ....,Ui, ....Un ) denotes a finite population of distinct and
identifiable units. For estimating the population mean Y of a study variable Y, let us
consider X be the auxiliary variable that are correlated with study variable Y, taking the
corresponding values of the units. Let a sample of size n be drawn from this population using
simple random sampling without replacement (SRSWOR) and vyi , xi (i=1,2,.....n ) are the

values of the study variable and auxiliary variable respectively for the i-th unit of the sample.
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In sampling theory the use of suitable auxiliary information results in considerable
reduction in MSE of the ratio estimators. Many authors suggested estimators using some
known population parameters of an auxiliary variable. Upadhyaya and Singh (1999), Singh
and Tailor (2003), Kadilar and Cingi (2006), Khoshnevisan et al. (2007), Singh et al. (2007),
Singh et al. (2008) and Singh and Kumar (2011) suggested estimators in simple random
sampling. Most of the authors discussed the properties of estimators along with their first
order bias and MSE. Hossain et al. (2006) studied some estimators in second order
approximation. In this study we have studied properties of some estimators under second
order of approximation.

2. Some Estimatorsin Simple Random Sampling

For estimating the population mean Y of Y, Chakrabarty (1979) proposed ratio

type estimator -

X
t, =(1—0€)y+0cy¥ 2.1)

n

where ?zlzn:yi and i:lei.
n

i=1 i=1

Khoshnevisan et al. (2007) ratio type estimator is given by
X g
L=y = 22
S\t 2

where P and g are constants.

Sahai and Ray (1980) proposed an estimator t3 as

(= ?{%{%ﬂ 23)

Ismail et al. (2011) proposed and estimator t4 for estimating the population mean Y of Y as
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s x+a(X-x)[ o4
KR -
where p, a and b are constant.

Also, for estimating the population mean Y of Y, Solanki et al. (2012) proposed an estimator

where A and § are constants, suitably chosen by minimizing mean square error of the

tsas

estimator t; .

3. Notationsused

y-Y ande; = T then E(eq)=E(ep) =0.

Let us define, eg =

For obtaining the bias and MSE the following lemmas will be used:

Lemma3.l

() V(eo)=El(eo)?} =11 1Coa =LiCo2
—1n
(i) Veen =Ei(en?} =212 =L1Ca0

N-nl
(111) COV(eq,e1) =E{(ege1)} = N1 S =kicn

Lemma 3.2
. 20y (N-m (N=20) 1
(iv)  Ef(e17eq)}= N-D) (N=2) .2 C21=L2Cyy
3. (N—-n)(N-2n) 1
(V) E{(e )}—(N D (N_2) 2 —C30 =LC39

Lemma 3.3

(vi)  E(e;’eq )=L3C31 +3L4C20Cy1

2
(N-n))(N“ +N - 6nN+6n ) 1
—C30 =L3C40 +3L4Co0°

(N-D(N-2)(N-3) 3

(vi))  Efe;)=

(viii) E(elzeoz) =L3Cy0 +3L4Cog

(N-n)(N2 +N-6nN+6n%) 1 L NON-n)(N-n-Dn-1) 1

Wh L = )
TS T NN ON-Y) 2T T (NSD(N-2)(N-3) 1’
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(Xi-X)* (Y, -Y)"

and Cpq = < <4

Proof of these lemma’s are straight forward by using SRSWOR (see Sukhatme and
Sukhatme (1970)).
4. First Order Biasesand Mean Squared Errors

The expression for the biases of the estimators ti, t2, t3 ,t4 and ts are respectively given

by

1_>>ias(tl)=?BocLlc20 —aLch} (4.1)
. Tglg+1

Bias(t,) = Y{g(gz )L1C20 - gBLlC”} (4.2)
. = ww-1)

Bias(t,)=Y| - —> 1, C,, —wL,C,, (4.3)

Bias(t,) = Y| bDL,C,, - DL,C,, +WLICZOJ (4.4)
: <[ K(K-1)

Bias(t;) =Y _TLICZO -KL,C,, (4.5)

(5+21)

where, D=p(b-a) and k= 5

Expression for the MSE’s of the estimators ti, t2 t3 t4 and ts are, respectively given by

MSE(t,) = Y2|L,C,, + o’L,C,, —20L,C,, (4.6)
MSE(t,)=Y’|L,C,, + £’B°L,C,, — 2¢BL,C, | (4.7)
MSE(t,)=Y2|L,C,, + w’L,C,, —2WL,C,, (4.8)
MSE(t,)=Y?*[L,C,, + DL,C,, —2DL,C,,] (4.9)
MSE(t,) = Y?|L,C,, +k’L,C,, —2kL,C,, | (4.10)

5. Second Order Biasesand Mean Squared Errors

Expressing estimator ti’s (i=1,2,3,4) in terms of e’s (i=0,1), we get
t,=Y(+e fi-a)+afi+e )"}
Or
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[§] oa - 7 O o 3 (04
tl—YzY{eo-i-?l—i-Eel —oe e, + 0 e, —ge3——eoe, +§e4} (5.1

Taking expectations, we get the bias of the estimator t,up to the second order of

approximation as

. —=| O o o
Bias, (t,) = Y|:EL1C20 -oL,C, _ngcm +aLl,C,, _E(LSCSI +3L4C20C11)

+2%<L3€40 +3L4Cmf)} (5.2)

Similarly, we get the biases of the estimator’s t2, t3, t4 and ts up to second order of

approximation, respectively as

: < gg+D) gg+1) glg+D(g+2)
Blasz(tz) = Y|: b Bleczo _gBLICII - ) BZLZCZI _Tﬁplﬁcso

+1)(g+2
_%83@3@1 +3L,C2Cy1)

+D)(g+2)(g+3
DD D 0 431,0,)| (53)
Biasz(t3) =Y|:_W(W_1)L1C20 _WL1C11 - wiw 1) L2C21 _Mlﬁcm

~ w(w=I)(w —2)(

LGy +3L4C20C11)

w(w—=1)(w-=2)(w-3
- ( )( 24 )( )(L3C40 +3L4C202):| (5-4)
2
Biasz(t4):Y|:(D12bD) L]CZO _DL]C]] +ML2C21 _(b D+2bD1 +D2) L2C30

- (sz + 2bDl )(L3C31 + 3L4C20C11 )

N (b°D+3b’D, +3bD, + D)

(L,C,, +3L4c202)} (5.5)
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where, D, =D(bL2(p_1) D, =D, (b—a)3(p—2) .

. = kk-1 kk -1
Blasz(ts):Y|:_ ( b )L]C20 _kLlcll _ngczl _ML2C30 _M(Lsczl +3L4C20C11)

_N(L3C40 +3L4C202)J (5-6)

Where, le{(ff - 65°) N (03> —23) JMA=D o MA =D - 2)},
2| 24 4 2 3

(5+21)
2 b

k=

N:l{(f“ ~128° +1252)+ (o(8’ —68)+ MAD) 52 s x(x—l)(x—z)(x—z.)}
8 48 6 2 3

The MSE’s of the estimators ti, t2, t3, t4and ts up to the second order of approximation are,

respectively given by

MSE, (t,) = Y?|L,C,, + 0’L,C,, —20L,C,, —&’L,Cy, + (20> + 0))L,C,,

- 20L2 (L3C31 + 3L4C20C11 )

5
+ OL(OL+1)(L3C22 +3L,(CyCp, + Cfl))"'aaz(Lqu +3L4C202)} (5.7)

MSE, (t,) = ?zlLICO2 +g’Bp’L,C,, —2BgL,C,, —B’g’*(g+1)L,C,, +gBg+1)B’L,C,,

7g’ +9g° +2
_ZBgLZCIZ _{¥}BS(L3C31 +3L4C20C11)

+g(g+ I)BZ (L3C22 +3L,(CpCp, + C121 ))

3 2
+{2g 9 6+1°g+3}ﬁ4<Lgc4O +3L4sz} (5.8)
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MSE, (t,)=Y|L,C,, + W’L,C,, —2wL,C,, —w>(w = )L,C,, + w(w +)L,C,, —2wL,C,,

{5W3 —3w? —2w
+

3 }(L3C31 +3L4C20C11)

Y 18w +11w?
24

Tw
+ W(L3C22 + 3L4 (C20C02 + C121 ))+ { }(L3C4O + 3L4C202 ):|

(5.9)
MSE, (t,)=Y?|L,C,, + D’L,C,, —2DL,C,, —4DD,L,C,, +(2bD +2D, +2D?)L,C,, —2DL,C,,

+{2D? +2b°D +2DD, +4bD, +4bD>(L,C,, +3L,C,,C,,)
+{D? +2D, +2bDJ(L,C,, + 3L, (C,,C,y +C2))

+{3b°D? + D2 +2DD, +12bDD, }L,C,, +3L,C2)] (5.10)

MSE, (t,)=Y?[L,C,, +k’L,C,, —2kL,C,, +kL,C,, —2kL,C,, +k>(k—1)L,C,,
+ 2 (k= D(L,Cy, +3L,C50Cyy )+ KL, Coy +3L, (CoyCop +C1)

2 182
L0 e a0, .11)

6. Numerical Illustration

For a natural population data, we have calculated the biases and the mean square error’s
of the estimator’s and compare these biases and MSE’s of the estimator’s under first and

second order of approximations.

Data Set

The data for the empirical analysis are taken from 1981, Utter Pradesh District Census
Handbook, Aligar. The population consist of 340 villages under koil police station, with
Y=Number of agricultural labour in 1981 and X=Area of the villages (in acre) in 1981. The

following values are obtained
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Y =73.76765, X =2419.04, N =340,n=70,n" =120, n=70, C02=0.7614, C11=0.2667,

C03=2.6942, C12=0.0747, C12=0.1589, C30=0.7877, C13=0.1321, C31=0.8851, Co4=17.4275
C22=0.8424, C40=1.3051

Table6.1; Biasesand M SE’sof the estimators

Estimator Bias M SE
First order Second order First order Second order
t1
0.004424 39.217225 39.45222
0.0044915
)
-0.00036 39.217225 39.33552
0 (for g=1) (for g=1)
3
-0.04922 -0.04935 39.217225 39.29102
[
0.2809243 -0.60428 39.217225 39.44855
ts
-0.027679 -0.04911 39.217225 39.27187

In the Table 6.1 the biases and MSE’s of the estimators ti, t2, t3, t4 and ts are written
under first order and second order of approximations. For all the estimators t1, t2, t3, t4 and ts,
it was observed that the value of the biases decreased and the value of the MSE’s increased
for second order approximation. MSE’s of the estimators up to the first order of

approximation under optimum conditions are same.
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second order of approximation the estimator ts is best followed by ts,and t2 among the
estimators considered here for the given data set.

7. Estimatorsunder stratified random sampling
In survey sampling, it is well established that the use of auxiliary information results in
substantial gain in efficiency over the estimators which do not use such information.
However, in planning surveys, the stratified sampling has often proved needful in improving
the precision of estimates over simple random sampling. Assume that the population U
consist of L strata as U=Ui, Uo,...,UL . Here the size of the stratum Un is Np, and the size of

simple random sample in stratum Uk is ny, where h=1, 2,--- L.

The Chakrabarty(1979) ratio- type estimator under stratified random sampling is given by

’ _ _ X
t=(1-0)y, +oy, — (7.1)
Xst
where,
_ 1 "n _ 1 &
Yh=—2Yhi» Xp="2 Xu>
h i=1 h i=l

Khoshnevisan et al. (2007) ratio- type estimator under stratified random sampling is given by

ol

SRR 0

where g is a constant, for g=1, t, is same as conventional ratio estimator whereas for g= -

1, it becomes conventional product type estimator.

Sahai and Ray (1980) estimator t3 under stratified random sampling is given by

t) =?st[2—{i§} } (7.3)

Ismail et al. (2011) estimator under stratified random sampling t, is given by
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<

ty =Y

x+a(X-x ) )
x+b(X-x, (7.4)

;

Solanki et al. (2012) estimator under stratified random sampling is given as

r [ ist " 6(ist_y)
tS =Y« 2—{[§j exp(ist—_fi) (75)

where A and § are the constants, suitably chosen by minimizing MSE of the estimator t’.

8. Notations used under stratified random sampling
Let us define, ¢, :M and e, = Xa —% , then E(eg)=E(ey) =0.
y

To obtain the bias and MSE of the proposed estimators, we use the following notations in the
rest of the article:

P =™ Zhay vy = T+ e,

R'ar - Ehlﬂ Whﬂh - 2(1 + larI:]r
such that,

E(gy) = E(g,) m E(g) = @, and

L ~r I (— <~ S
Vi = ZW;SE[(ih _Xh) (Yh _Yh) ]
b=l

Also

SN
ZWthSyh

E(ef)):h:lT:Vzo
S oW
thYthyh

2 -
E(el)zhl S =V
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ZWth xyh

E(ege)) = “T =V
Where
N, 2 N, 2 N, o o
Z(?h _Yh) Z(ih _Xh) Z(ih—Xh )(yh _Yh)
Q2 — il g2 — il g =l
" N, -1 ’ * N, -1 T L -1
thl_fha fh:n_ha Wh_&'
n, N, n,

Crs(h) = NLE:[(?h _?h )S (ih _ih )r]

h i=l

L L L
V. =S w3 kl(h)clz(h) V. = NIE kl(h)CZI(h) V. = NIE kl(h)CSO(h)
12_2 h T2 21_2 h 2" 30_2 h 3
7YX 7YX Y
S l(h) 03(h) _ & 4 kZ(h)C13(h) +3k3(h)C01(h)C02(h)
Z V13 - th vv3
= = YX

2
k2(h)CO4(h) +3k3(h)C02(h)
X4

Wy

=<
I
M-

=
0

2
ZL: 2(h) 22(h) + k3(h) (Cm(h)coz(h) + 2C1](h))
= Y?2X?

Where
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_ (N, —n,)(N, —2n,)
™ (N, 1N, -2)

Kk _ (N, —n,)(N, +I)N, —6n, (N, —n,)
W (N, =N, —2)(N, —=3)

_ (N, —n, )N, (N, —n, —D(n, —1)
(N, DN, —2)(N, -3)

9. First Order Biasesand Mean Squared Errors

The biases of the estimators t].t),t,t, and t/are respectively given by

Bias(t]) = ?B al,V,, - ocV“} 9.1)

Bias(t}) = ?_@B% —gBVll} 9.2)

Bias(t}) = v - wvm - wvu} (9.3)

Bias(t},) = ?_bDvO2 -DV,, + w VOZ} (9.4)

Bias(t}) :?_—@VO2 —KV“} 9.5)
(5+22)

Where, D =p(b-a) and k= 5

The MSE’s of the estimators t;.t},t},t; and t}are respectively given by

MSE(t)) = Y?[V,, + &>V, —2aV,,| (9.6)
MSE(t,)=Y|V,, + g’B*V,, —2gBV,, | (9.7)
MSE(t}) = Y2[V,, + w2V,, —2wV,, | (9.8)
MSE(t}) = Y?[V,, + DV,, —2DV,,] 9.9)
MSE(t}) = Y2|V,, +k>V,, —2kV,,| (9.10)
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10. Second Order Biasesand Mean Squared Errors

Expressing estimator ti’s (i=1,2,3,4) in terms of e’s (i=0,1), we get
(= Y(re fi-a)rali+e, )]
Or

’ X7 Xr € (04 2 2 o 3 o
tl—Y:Y{eo+?l+Ee1 —ae,e, +0oe,e, —ge3——eoe, +ﬁe4} (10.1)

Taking expectations, we get the bias of the estimator tup to the second order of

approximation as

. , = o o o o
BlaSz(tl) = Y|:EV02 —GV“ —EV(B +(XV12 —EVI3+£VO4} (102)

Similarly we get the Biases of the estimator’s t},t5,t; and t;up to second order of

approximation, respectively as

Biasz(t;) = Y|:g(g2+1)|32V02 _gBVll _@Bzvlz _Wvam

+1)(g+2 +1)(g+2)(g+3
_g(g+)(g )[33\131 L 8e+Dg+2)(g )B4Vo4 (103)
6 24
Biasz(t;) :Y|:_ w(w =D Voz —WV, - ww =) Vi, = W(W_lg(w_Z) V03
w(w—=1)(w -2 w(w —=1)(w—-2)(w-3
WD =) ww=Dw=2w=3) (104)
6 24
Bias, (t}) = Y{(DIZbD) V,, =DV, +(bD+D,)V,, = (b’D+2bD, +D,)V,,
—(bD+2bD,)V,,+(b’D+3b°D, +3bD, + D,)V,, | (10.5)
Where, D =p(b-a) D1=DW DZ:DIW
Biasz(t;):Y|:|:_k(k_l)voz_kvll_k(k_l)Vlz_MV03_MV31_NV04:|

(10.6)
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Where, M:%{(EP —68") (08" ~28) A1) x(x-n(x-z)}’ (B2

24 4 2 3 2

Nzl{(s“ ~128° +128°) (8"~ 63) A(A-D) 5 —25)+ k(k—l)(k—Z)(k—3)}
8 48 6 2 3

Following are the MSE of the estimators t].t,,t;,t, and t;up to second order of

approximation

MSE, (t)) = Y?[V,, + a2V, —2aV,, — 0’ V,, + (20 + o)V,
—20°V,, +oc(oc+l)V22+25—4oc2Vo4} (10.7)
MSEz(t,z) =Y’ lvzo + g2B2V02 - 2ﬁgvn _Bng(g + 1)Vos + g(3g + 1)ﬁzvlz

7o* +90% 42
—-2BgV,, - {%}53\731 +g(2g+ 1)B2V22

3 2
+{2g +9g +10g+3}B4V04} (108)

6

MSE, (t}) =Y [V,, + W2V,, = 2wV, —w>(w = )V,; + w(W + )V, — 2wV,

3 a2 4 3 2
+{5W 3w ZW}V31+WV22+{7W 18w’ +11w }Vm} (10.9)

3 24

MSE, (t,) = Y?[V,, + D>V,, —2DV,, —4DD,V,, +(2bD + 2D, + 2D)V,, — 2DV,
+{2D? +2b°D + 2DD, +4bD, +4bD>}V,, +{D> + 2D, +2bD}V,,

+{3b>D? + D2 +2DD, +12bDD, |V, | (10.10)

MSE, (t}) = Y?[V,, + k>V,, = 2kV,, +kV,, —2kV,, +k>(k =)V,

2 132
+2k> (k= 1)V, +kvzz+¥vo4 (10.11)
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11. Numerical Illustration

For the natural population data, we shall calculate the bias and the mean square error of

the estimator and compare Bias and MSE for the first and second order of approximation.

Data Set-1

To illustrate the performance of above estimators, we have considered the natural

Data given in Sngh and Chaudhary (1986, p.162).

The data were collected in a pilot survey for estimating the extent of cultivation and

production of fresh fruits in three districts of Uttar- Pradesh in the year 1976-1977.

Table11.1: Biasesand M SE’s of the estimators

Estimator Bias M SE
First order Second order First order second order
t)
-10.82707903 -13.65734654 1299.110219 1372.906438
v -10.82707903 6.543275811 1299.110219 1367.548263
2
¢ -27.05776113 -27.0653128 1299.110219 1417.2785
3
v 11.69553975 -41.84516913 1299.110219 2605.736045
4

-22.38574093

-14.95110301

1299.110219

2440.644397
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From Table 11.1 we observe that the MSE’s of the estimators t.t},t},t, and t; are

same up to the first order of approximation but the biases are different. The MSE of the
estimator t) is minimum under second order of approximation followed by the estimator t]

and other estimators.

Conclusion

In this study we have considered some estimators whose MSE’s are same up to the
first order of approximation. We have extended the study to second order of approximation
to search for best estimator in the sense of minimum variance. The properties of the
estimators are studied under SRSWOR and stratified random sampling. We have observed
from Table 6.1 and Table 11.1 that the behavior of the estimators changes dramatically

when we consider the terms up to second order of approximation.
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ABSTRACT

In this paper, we propose a new estimator for estimating the finite population mean using two
auxiliary variables. The expressions for the bias and mean square error of the suggested
estimator have been obtained to the first degree of approximation and some estimators are
shown to be a particular member of this estimator. Furthermore, comparison of the suggested
estimator with the usual unbiased estimator and other estimators considered in this paper is
carried out. In addition, an empirical study with two natural data from literature is used to

expound the performance of the proposed estimator with respect to others.

Keywords: Dual-to-ratio estimator; finite population mean; mean square error; multi-

auxiliary variable; percent relative efficiency; ratio-cum-product estimator

1. INTRODUCTION
It is well known that the use of auxiliary information in sample survey design results
in efficient estimate of population parameters (e.g. mean) under some realistic conditions.

This information may be used at the design stage (leading, for instance, to stratification,
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systematic or probability proportional to size sampling designs), at the estimation stage or at
both stages. The literature on survey sampling describes a great variety of techniques for
using auxiliary information by means of ratio, product and regression methods. Ratio and
product type estimators take advantage of the correlation between the auxiliary

variable, x and the study variable,y. For example, when information is available on the

auxiliary variable that is positively (high) correlated with the study variable, the ratio method
of estimation is a suitable estimator to estimate the population mean and when the correlation
is negative the product method of estimation as envisaged by Robson (1957) and Murthy
(1964) is appropriate.

Quite often information on many auxiliary variables is available in the survey which
can be utilized to increase the precision of the estimate. In this situation, Olkin (1958) was the
first author to deal with the problem of estimating the mean of a survey variable when
auxiliary variables are made available. He suggested the use of information on more than one
supplementary characteristic, positively correlated with the study variable, considering a
linear combination of ratio estimators based on each auxiliary variable separately. The
coefficients of the linear combination were determined so as to minimize the variance of the
estimator. Analogously to Olkin, Singh (1967) gave a multivariate expression of Murthy’s
(1964) product estimator, while Raj (1965) suggested a method for using multi-auxiliary
variables through a linear combination of single difference estimators. More recently, Abu-
Dayyeh et al. (2003), Kadilar and Cingi (2004, 2005), Perri (2004, 2005), Dianna and Perri
(2007), Malik and Singh (2012) among others have suggested estimators for Y using
information on several auxiliary variables.

Motivated by Srivenkataramana (1980), Bandyopadhyay (1980) and Singh et al. (2005)
and with the aim of providing a more efficient estimator; we propose, in this paper, a new

estimator for Y when two auxiliary variables are available.
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2. BACKGROUND TO THE SUGGESTED ESTIMATOR

Consider a finite population P=(P,P,,...,P,) of N units. Let a sample € of size n
be drawn from this population by simple random sampling without replacements (SRSWOR).
Let y, and (X, z ) represents the value of a response variable y and two auxiliary variables
(X, z) are available. The units of this finite population are identifiable in the sense that they
are uniquely labeled from 1 to N and the label on each unit is known. Further, suppose in a
survey problem, we are interested in estimating the population mean Y of Yy, assuming that

the population means ()7 Z )of (X, z) are known. The traditional ratio and product estimators

for Y are given as

Z X and Z= lz z, are the sample means of y, X

respectively, where y = lz Y., X= 1
n i=1 n i=1 n i=1

and zrespectively.

Singh (1969) improved the ratio and product method of estimation given above and

suggested the “ratio-cum-product” estimator for Y as YVs=VY

xI | X
N N

In literature, it has been shown by various authors; see for example, Reddy (1974) and
Srivenkataramana (1978) that the bias and the mean square error of the ratio estimator Y,
can be reduced with the application of transformation on the auxiliary variable X. Thus,
authors like, Srivenkataramana (1980), Bandyopadhyay (1980) Tracy et al. (1996), Singh et
al. (1998), Singh et al. (2005), Singh et al. (2007), Bartkus and Plikusas (2009) and Singh et
al. (2011) have improved on the ratio, product and ratio-cum-product method of estimation
using the transformation on the auxiliary information. We give below the transformations

employed by these authors:
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X' =(1+g)X—gx and Z =(1+9)Z -9z, for i =1,2,...,N, (1)

where g = N .
-n

Then clearly, X* = (1+ @)X —gXand z* = (1+g)Z — gZ are also unbiased estimate of

X and Z respectively and Corr ()7, X" ): -p., and Corr ()7, 2*): —p,, . It is to be noted that

yX

by using the transformation above, the construction of the estimators for Y requires the
knowledge of unknown parameters, which restrict the applicability of these estimators. To
overcome this restriction, in practice, information on these parameters can be obtained

approximately from either past experience or pilot sample survey, inexpensively.

The following estimators Y, Y,and Y are referred to as dual to ratio, product and

ratio-cum-product estimators and are due to Srivenkataramana (1980), Bandyopadhyay

(1980) and Singh et al. (2005) respectively. They are as presented: Y, = V%, Yo = )7_5
Z
—x Z
and \Y; = _T_
y$ y x z?k

It is well known that the variance of the simple mean estimator Yy, under SRSWOR design is
V(y)=1s;
and to the first order of approximation, the Mean Square Errors (MSE) of V5, V5, Vs, Yr»
Y-and Vg are, respectively, given by
MSE(V,)= A(S? + RS2 —2RS,, )
MSE(Y,)=A(S} + R2S +2R,S,,)
MSE(V,) = A[S2 -2D +C]
MSE(y;)= A(S? + g°R*S? —20R S,
MSE(Y; )= A(S] + 9°RIS] +20R S,,)
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MSE(Vg ) = /I(Sj + gzc—ng)

1 = 1 & > -
A=——, f=—, Sizﬁg(yi_Y)za SWZNZ(yi_YXXi_X)’ pyx:—yxa

RI:%, Rzz%, C=R’S;-2RRS,+RS;, D=RS,-RS, and S for

yX yz J

(] = XY, 2) represents the variances of X, Yy and Zrespectively; while S, S, and S,
denote the covariance between Yy and X, Yy and z and 2z and X respectively. Note that
Pyrs P S, S, S,, and S, are defined analogously and respective to the subscripts used.

More recently, Sharma and Tailor (2010) proposed a new ratio-cum-dual to ratio
estimator of finite population mean in simple random sampling, their estimator with its MSE

are respectively given as,

e f{ g

MSE (Vs )= 4S; (1- o3, ).
3. PROPOSED DUAL TO RATIO-CUM-PRODUCT ESTIMATOR

Using the transformation given in (1), we suggest a new estimator for Y as follows:

{5 2ol 2]

We note that when information on the auxiliary variable zis not used (or variable 2z

takes the value "unity') and 6 =1, the suggested estimator Yp reduces to the "dual to ratio'
estimator Y, proposed by Srivenkataramana (1980). Also, Y.z reduces to the ‘dual to

product' estimator Yy, proposed by Bandyopadhyay (1980) estimator if the information on

the auxiliary variate X is not used and @ = 0. Furthermore, the suggested estimator reduces
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to the dual to ratio-cum-product estimator suggested by Singh et al. (2005) when € =1 and
information on the two auxiliary variables X and z are been utilized.

In order to study the properties of the suggested estimator Yp, (e.2. MSE), we write

y=Y(+k,); x=X(1+k,);z=Z(1+k,);

and
AS? /'Lsf /’LSZZ AS AS
E(koz)z Y_Zy > E(k12)= X2 E(k22)= 72 > E(k0k1) = E(kokz) Y_Zyz,
]S,
E(k1k2):_>

Now expressing Y in terms of k'S, we have
Ver = V(1Ko O 1 - g )1 - gk, ) + (1= 0)(1- gk, ) (1 - gk, ) @)

We assume that |gk1| <1 and |gk2| < Iso that the right hand side of (2) is expandable.
Now expanding the right hand side of (2) to the first degree of approximation, we have

Ver =Y = Y[k, + (1= 22)g(k, =k, + K.k, —kok, )+ 0% (k> —kk, —adk? —K2))] (3

Taking expectations on both sides of (3), we get the bias of Ypg to the first degree of
approximation, as

B(Ye) = AY|gDA+ g* (R'S! ~RR.S, ~6(R'S; ~R'S] )|
where A=1-26

Squaring both sides of (3) and neglecting terms of k'S involving power greater than

two, we have
(Vo =Y ) =Y2[k, + Agk, — Agk, |’

=Y?|k2 +2Agk,k, —2Agk.k, —2A’g’k k, + A’g’k + Ag’K] (&)
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Taking expectations on both sides of (4), we get the MSE of Y., to the first order of
approximation, as
MSE(Vpr) = A[S; +2AgD + A*g>C] (5)

The MSE of the proposed estimator given in (5) can be re-written in terms of

coefficient of variation as

VSE(5)= 4763 + 200,0° + A'g'C

0]

where C*=C; +C; -2p,C,C,and D" =p,C, -p,C,,C, ==, C, :S—_X, C :i
Y X z
The MSE equation given in (5) is minimized for

D+Cg
2Cg

6=

= 0, (say)
We can obtain the minimum MSE of the suggested estimator Y,z by using the

optimal equation of & in (5) as follows: min.MSE(Vpg)= /l[Sj +F(2D+CF )]

D+Cg

where F =g—E and E= c

3. EFFICIENCY COMPARISON

In this section, the efficiency of the suggested estimator Ypz over the following
estimator, ¥ Vg, Vo, Ys,Yr» Ye» Yg and Yo are investigated. We will have the

conditions as follows:

2D+gC

(a) MSE(VPR)_V(V)< 0if 6> 2gC

(b) MSE(Ypr) - MSE(Yg)< 0 if
RS;

Ag(2D + AgC)<R, (RISf —2Syx) provided S, < 5

() MSE(Ver)— MSE(Y,) < 0 if
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2
Ag(2D + AgC) <R, (R,S: +2S,,) provided S,, < %

(Ag-1)

(d) MSE(Ver)-MSE(Ys)< 0 if C<

1
rovided g < —
p g A

(e) MSE(Ype)— MSE(y: )< 0 if

46(6gC - gC-D)<2gRR,S, +2R,S,, ~4R S, - gR;S;
() MSE(Vpe) - MSE(Y; )< 0 if

46(6gC - gC-D)<2gRR,S, +4R,S, -2R S, - gR’S;

C(A-1

(h) MSE(Ypg) - MSE(Yg )< 0 if Ag(2D+ AgC)<—-p°S]

(8) MSE(VPR)_ MSE(VSE)< 0if g<

provided A<1

~—"

4. NUMERICAL ILLUSTRATION

To analyze the performance of the suggested estimator in comparison to other estimators
considered in this paper, two natural population data sets from the literature are being
considered. The descriptions of these populations are given below.

(1) Population I [Singh (1969, p. 377]; a detailed description can be seen in Singh (1965)

y : Number of females employed

X : Number of females in service

Z : Number of educated females

N=61, n=20, Y=746, X=531 , Z=179, S} =28.0818, S;=16.176l,
S; =2028.1953, p,, =0.7737, p,, ==0.2070, p, =-0.0033,

(2) Population II [Source: Johnston 1972, p. 171]; A detailed description of these
variables is shown in Table 1.
y : Percentage of hives affected by disease

X : Mean January temperature
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Z: Date of flowering of a particular summer species (number of days from January 1)
N=10, n=4, Y=52, X=42 , Z=200, S;=659776, S;=29.9880, S; =284,
Py =08, p,=-094, p, =-0.073,

For these comparisons, the Percent Relative Efficiencies (PREs) of the different

estimators are computed with respect to the usual unbiased estimator Yy, using the formula

PRE(,y)= I\;/(—y)xloo

()

and they are as presented in Table 2.

Table 1: Description of Population I1.

y X z

49 35 200
40 35 212
41 38 211
46 40 212
52 40 203
59 42 194
53 44 194
61 46 188
55 50 196
64 50 190

Table 2 shows clearly that the proposed dual to ratio-cum-product estimator Yy, has
the highest PRE than other estimators; therefore, we can conclude based on the study
populations that the suggested estimator is more efficient than the usual unbiased estimators,

the traditional ratio and product estimator, ratio-cum-product estimator by Singh (1969),

50



Srivenkataramana (1980) estimator, Bandyopadhyay (1980) estimator, Singh et al. (2005)
estimator and Sharma and Tailor (2010).

Table 2: PRE of the different estimatorswith respect to y

Estimators Population | Population |1
y 100 100
Yr 205 277
Vo 102 187
Ys 214 395
Ve 215 239
Ve 105 150
Ve 236 402
Ysr 250 278
Vor 279 457

5.CONCLUSION

We have developed a new estimator for estimating the finite population mean, which
is found to be more efficient than the usual unbiased estimator, the traditional ratio and
product estimators and the estimators proposed by Singh (1969), Srivenkataramana (1980),
Bandyopadhyay (1980), Singh et al. (2005) and Sharma and Tailor (2010). This theoretical
inference is also satisfied by the result of an application with original data. In future, we hope
to extend the estimators suggested here for the development of a new estimator in stratified

random sampling.
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Abstract

In this article we have proposed an efficient generalised class of estimator using two

auxiliary variables for estimating unknown population variance Sj of study variable y .We

have also extended our problem to the case of two phase sampling. In support of theoretical

results we have included an empirical study.
1. Introduction

Use of auxiliary information improves the precision of the estimate of parameter .Out of
many ratio and product methods of estimation are good example in this context. We can use
ratio method of estimation when correlation coefficient between auxiliary and study variate is
positive (high), on the other hand we use product method of estimation when correlation

coefficient between auxiliary and study variate is highly negative.

Variations are present everywhere in our day-to-day life. An agriculturist
needs an adequate understanding of the variations in climatic factors especially from place to

place (or time to time) to be able to plan on when, how and where to plant his crop. The
problem of estimation of finite population variance Sf, , of the study variable y was discussed
by Isaki (1983), Singh and Singh (2001, 2002, 2003), Singh et al. (2008), Grover (2010), and
Singh et al. (2011).
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Let x and z are auxiliary variates having values (x,,z;)and y is the study variate having
values (y,) respectively. Let V,(i=1.2,.......N) is the population having N units such that y is

positively correlated x and negatively correlated with z. To estimate Si, we assume that

S2 andS? are known, where

1 & _ 1 & _ 1 & —
S2=— -Y)?, S2=—Y (x,-X)’and S =— > (z, - Z)°.
y N;(YI ) X N;( 1 ) z N;(l )

Assume that N is large so that the finite population correction terms are ignored. A sample of

size n is drawn from the population V using simple random sample without replacement.

. . . . 2 . 2 2
Usual unbiased estimator of population variance S| is s, where, s| = Z:(y1 y)>.

(n —1)

. . . 2 . .
Up to the first order of approximation, variance of s is given by

4

var(s}) = —-9; (1.1)
n
here,d,, =0 1 M d
WRETE, 0490 = Typ0 — 1> par 072 a2,z > Al
M200M020M002

Wop = Z(y -Y)’ (x; = X)4 (z, =Z)" ; p, q, r being the non-negative integers.

i=1

2. Existing Estimators

Let si :S§(1+eo),si =S.(1+e,) ands> =S’(1+e,)

where, s> = (x; (z,-2)°
(n —1)2 ( —1)2
_ 1
andX——le, z:—Zzi.
i=1 n g
Also, let

E(e,)=E(e,) =0
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B(ed) = 20 B(ef) = P and B(ed) =

1. 1. ..
E(ege)) = _azzo’E(elez) = _8022 E(eqe,) = _8202
n n n
Isaki (1983) suggested ratio estimator t, for estimating S§ as-

2

2
t, =s, —-; where s? is unbiased estimator of S’ (1.2)

Up to the first order of approximation, mean square error of t, is given by,

4

S * * *
MSE(tl) = %[8400 +ao4o _28220] (1.3)

Singh et al. (2007) proposed the exponential ratio-type estimator t, as-

S? —s?
t2:s§exp[s2 2} (1.4)

2 2
2 sx B Sx
t, :sy[s2 +SZ} (1.5)
Following Kadilar and Cingi (2006), Singh et al. (2011) proposed an improved estimator for

estimating population variance Si , as-

S: —s, s, =S,
t4=s{k4exp{si+si}+(l—k4){si+S§H (1.6)

where k, is a constant.

Up to the first order of approximation mean square errors of t,,t, and t, are respectively
given by

4

S *
MSE(tz):?y|:aZoo +a(j%_a;2o:| (1.7)
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Syl o o
MSE(t,) = —X| 9%y, + 24— 37, (1.8)
n| 4
S4 - * a* a* * * k l_k *
MSE(t4)=?y 9 400 +ki Z‘O +(1—k4)2 2:4 -k,0,,, +(1-k,)9,y, —%8022 (1.9)

Where k4 — (8304*/2)—'—?;20 +?;22 .
2(8040 +aOO4 +8022

3. Improved Estimator

Using Singh and Solanki (2011), we propose some improved estimators for estimating

. . 2
population variance S; as-

(¢8> —Ds? |
t, =8| 2 ——X 1.10
5 y_ (c_d)si :| ( )
[ (a+b)s? |
t, =8| — 2 1.11
© Y] as? +bs? (11D
t —sz_k Mp+(l_k)wq (1.12)
T (e-d)s? "] aS? +bs? '

where a, b, ¢, d are suitably chosen constants and k, is a real constant to be determined so

as to minimize MSE’s.

. . .
Expressing t.,t, and t, in terms of e,'s, we have

ty = Sill—xlpe1 +e, —leeoell (1.13)
where, x, = d .

(c-d)
t, = Si[l—qx2e2 +e, —qxzeoe2] (1.14)
where, x, =L.

(a+b)
t; =S2[l+e, +pxk, (e, —e)+ (k; —1)gx,¢, | (1.15)
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The mean squared error of estimators are obtained by subtracting Si from each estimator and

squaring both sides and than taking expectations-

S4
MSE(t,) = ?y[aztoo + X12p28040 - 2X1pazzo]

Differentiating (1.16) with respect to x,, we get the optimum value of x, as-

_ 9,0
Xigopt) = 9
PO 40

S4
MSE(t,) = ?y[amo + ngzaom _2X18202

Differentiating (1.17) with respect to x,, we get the optimum value of x, as—

X
_ %
X2@0p) = N
004

4

S
MSE(t,) =~ [A +k2B+(1-k,)C -2k, (1-k,)E - 2(1 -k, )F]
n

Differentiating (1.18) with respect to k,, we get the optimum value k, of as —

_C+D-F-E

where

AzaZOO’ B=X12pza;40,
2 2 * *

C=x590"0yy> D =X,pdy,

E=X1X2Pq3fm, szzqa;m-

2. EstimatorsIn Two Phase Sampling

(1.16)

(1.17)

(1.18)

In certain practical situations when S?is not known a priori, the technique of two phase

sampling or double sampling is used. Allowing SRSWOR design in each phase, the two —

phase sampling scheme is as follows:

> The first phase sample s, (s, < V) of a fixed size n’ is drawn to measure only x and z

in order to formulate the a good estimate of S? and S, respectively.
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> Given s_,the second phase sample s_(s, s )of a fixed size n is drawn to measure y

only.

Existing Estimators

Singh et al. (2007) proposed some estimators to estimate Si in two phase sampling, as:

2 2

, s'"—s

42 X X
t, =s; exp }

12 2
. S_—S
42 4 zZ
ty =5, exp 12 2:|
z

MSE of the estimator t,,t;and t, are respectively, given by

J a* * *
MSE(t,) = Szy{ﬂ"'l(l_l,jamo +[l,_ljazzo}
n 4n n n' n

, 0o 1(1 1) 1 1)..
MSE(ts) = S‘; |:ﬂ+_(___,)aoo4 _[_,__jazoz:|
n 4\n n n' n

MSE(t,) = S! [A"+k"2 Bi(1-k})> C+k,D+(1 - k']

P 2(B+C")
Where,
a* * *
A= aB'Zl(l_ljamo C'=L8004
n 4\n n' 4n'

, 1 1)\.. N Qe
D'= (_,__jazoz ,E'= _,azoz
n n n

Proposed estimatorsin two phase sampling

The estimator proposed in section 3 will take the following form in two phase sampling;

. | es—ds?
ts =8yl ———
(c—d)s'y
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(2.7)



. Ll (@a+b)s?
b= s be? @8

, [ [es?—ds? .| (@a+b)S?
t =gk —>—x Ly (1—k, {— 222 2.9
’ y_7{®—dkﬁ} ( ”{ﬁ§+mf (29)

Let,

s;=S;(I+¢,) ,s; =S;(1+¢)),s7 =S (1+¢))
s:=S2(l+e,),s"=S(1+e,)

Where,

—1\2
X (n I)Z( X) )8 z(
' —_ —v:l -
andx-n';xi,z n'gzi

Also,

" —1)

E(e))=E(e,) =0

20, 2 0,
B(e;") = “2 (e,)) = 2

1
E(e,e )—_ 220 ’E(eoez)_; 202,E(e € )__ 040

1 1
E(ezez) = ; 004 » E(€ 62) = ; o > E(€ 62) 022

Writing estimatorst,, t, and t. in terms of e,'s we have ,respectively

t; =S2[1+e, +px, (e, —¢,)] (2.10)
t, =S2[l+e, —qx,e] (2.11)
t; =S2 [+ px k) ((e; —e)) +e, + (K, —1)gx,e, | (2.12)

Solving (1.10),(1.11) and (1.12),we get the MSE’S of the estimators t;, t, and t.,

respectively as-
, d, .
Mﬁma=$Pﬂ+#ﬁG~i}m @xv lpm} 2.13)
n n n n' n

Differentiate (2.13) w.r.t.x,, we get the optimum value of x, as-
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X
220
X 1 = "
(opt) J
040

*

' a 1 * 1 *
MSE(t6):S§ —400 +q2X§—'8004 +2qX2 —'8202
n n n

Differentiate (2.14) with respect to x,, we get the optimum value of x, as —

.
_ 202

X2@op) = 3
004

MSE(t;) = S‘; lA1 + Blk: +(k, =1)°C, +2k.D, +2(k, — I)EIJ
Differentiate (2.15) with respect to k., we get the optimum value of k., as —

_C,-D,-E,
e T B 4+C
1

Where,

* 2,2
_ a400

1 1)\« q X5 o«
A = , B, :plez(___,}amo ,C=px, ,2 9 004
n n n n

*

1 1).- 0
D, :le(_,__)azzor E =gx, =
n' n

n'

5. Empirical Study

In support of theoretical result an empirical study is carried out. The data is taken from

Murthy(1967):

9100 =3.726,0, = 2.912,9,,, = 2.808
gy = 2.73,03, = 2.979,,, = 3.105
¢, =0.5938,c, =0.7531,c, = 0.7205
p,, =0.904,p =0.98n=7n'=15

X =747.5882,Y =199.4412,7 = 208.8824
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% In Table 5.1 percent relative efficiency of various estimators of Si is written with

2
respect to s

> Table5.1: PRE of the estimator with respect to s

Estimators PRE
Si 100
t 636.9158
1
t 248.0436
2
t 52.86019
3
t 699.2526
4
t 667.2895
5
t 486.9362
6
t 699.5512
,
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% In Table 5.2 percent relative efficiency of various estimators of Si is written with

respect to si in two phase sampling:

Table 5.2: PRE of the estimatorsin two phase sampling with respect to Si

>
Estimators PRE

Si 100

tz' 142.60
t3' 66.42
t4' 460.75
ts' 182.95
té' 158.93
t7' 568.75

6. Conclusion

In Table 5.1 and 5.2 percent relative efficiencies of various estimators are

written with respect to si. From Table 5.1 and 5.2 we observe that the proposed estimator
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under optimum condition performs better than usual estimator, Isaki (1983) estimator and

Singh et al. (2007 ) estimator.
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The purpose of writing this book is to suggest some improved estimators using
auxiliary information in sampling schemes like simple random sampling and systematic
sampling.

This volume is a collection of five papers, written by eight coauthors (listed in the
order of the papers): Manoj K. Chaudhary, Sachin Malik, Rajesh Singh, Florentin
Smarandache, Hemant Verma, Prayas Sharma, Olufadi Yunusa, and Viplav Kumar
Singh, from India, Nigeria, and USA.

The following problems have been discussed in the book:

In chapter one an estimator in systematic sampling using auxiliary information
is studied in the presence of non-response. In second chapter some improved estimators
are suggested using auxiliary information. In third chapter some improved ratio-type
estimators are suggested and their properties are studied under second order of
approximation.

In chapter four and five some estimators are proposed for estimating unknown
population parameter(s) and their properties are studied.

This book will be helpful for the researchers and students who are working in
the field of finite population estimation.
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