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Figure 5. The relation between
the completion time and
MapReduce configuration
parameters
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* Figure 6 shows the result of
applying our implementation on
synthetic data. 0.20.2
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Figure 2. MapReduce program I'

Figure 6. The earth velocity
models to test forward PKTM
algorithm
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