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In this paper, we introduce a concept of “apparent” measure in Rn and we define a
concept of relative dimension (of real order) with it, which depends on the geometry of
the object to measure and on the distance which separates it from an observer, at the end
we discuss the relative dimension of the Cantor set. This measure enables us to provide a
geometric interpretation of the Riemann-Liouville’s integral of order α ∈]0, 1].

Key Words: Riemann-Liouville fractional operators, measure, fractals.

1 Introduction

The theoretical and practical interest of fractional operator appears naturally in
several fields of science and engineering, including fluid flow, rheology, modelling,
signal processing, diffusion problem and others, ([8],[15],[11],[10]), in spite of the
lack of a geometrical interpretation of this operator [1]. In this paper, we give
a geometrical interpretation of the Riemann-Liouville’s integral of order α ∈]0, 1],
([12],[10],[4]), as a surface which can be evaluated and compared to the classical
surface of an integral function. We introduce a concept of “apparent” measure,
with respect to a point x0, that changes value according to the distance of the
object to be measured from x0 (This kind of measure can be used in 3D animation).
We introduce and prove some properties of this measure. The concept of relative
dimension follows from this apparent measure. For example we discuss the “small
irregular” Cantor set having Lebesgue measure zero and Hausdorff measure one.
Thanks to the “apparent” measure we interpret the Riemann-Liouville’s integral
and we modified it.
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2 Measure of real order

2.1 Measure in R

Let IR be the set of all bounded open intervals of R, of the form I =]a, b[, where

a ≤ b. In the case where a = b we have ∅ ∈ IR. We define the length L : IR −→ R+

by L(]a, b[) = b− a, and we have

Definition 1 For any x0 ∈ R we call the length of order α ∈ R∗
+, the map

µα
x0

: IR −→ R+, defined by

µα
x0
(]a, b[) =

{
||x0 − a|α − |x0 − b|α| if x0 /∈]a, b[
|x0 − a|α + |x0 − b|α if x0 ∈]a, b[.

(1)

Remarks. 1) If x0 /∈]a, b[, the length

L(]a, b[) = b− a = b− x0 + x0 − b =
∣∣∣ |x0 − a| − |x0 − b|

∣∣∣ = µ1
x0
(]a, b[)

and if x0 ∈]a, b[, we have

L(]a, b[) = (x0 − a) + (b− x0) = µ1
x0
(]a, b[).

This length is independent of the point x0, it is intrinsic. On the other hand the
length of real order µα

x0
for α ∈ R∗

+ depends on the point x0, for example, for
α ∈]0, 1[, the further the point x0 is from the interval ]a, b[, the smaller the length
of order α of this interval appears. Thanks to this dependence it can be called
”apparent” length. It mimics the impression an observer gets for the measure of an
objects: it diminishes when it gets further. The extension of the concept is done in
section.

2) Obviously we have µα
x0
(∅) = 0, and the function µα

x0
can be considered as a

density measure indeed:

a) If x0 ≥ b, we denote

µα
x0
(]a, b[) = (x0 − a)α − (x0 − b)α =

∫ b

a

α(x0 − t)α−1dt =

∫ b

a

dµα
x0
(t). (2)

with
dµα

x0
(t) = α|x0 − t|α−1dt (3)

b) If x0 ≤ a, we denote

µα
x0
(]a, b[) = (b− x0)

α − (a− x0)
α =

∫ b

a

α(t− x0)
α−1dt =

∫ b

a

dµα
x0
(t). (4)
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with
dµα

x0
(t) = α|x0 − t|α−1dt (5)

c) If x0 ∈ [a, b], we have

µα
x0
(]a, b[) = (x0 − a)α + (b− x0)

α =

∫ x0

a

α(x0 − t)α−1dt+

∫ b

x0

α(t− x0)
α−1dt

=

∫ b

a

dµα
x0
(t). (6)

µα
x0

is then a measure of density f(t) = α|t−x0|α−1, it can be extended to any Borel
set (”apparent” length of a Borel set).

2.2 Properties of µα
x0

Let ]a, b[ be a non empty interval of R, thanks to a simple study, it can be said that
the application x 7−→ g(x0) = µα

x0
(]a, b[) is increasing in ]−∞, a+b

2
[ and decreasing

in ]a+b
2
,+∞[ for α ∈]0, 1[ and conversely for α ∈]1,+∞[, whereas it is constant for

α = 1. The measure of order α of the interval ]a, b[ is maximum when the point x0

is at the center of the interval ]a, b[ and α ∈]0, 1[, and it becomes minimal at this
point for α ∈]1,+∞[. We state now, without proof, some simple properties of this
measure.

Properties 1 Let ]a, b[ ⊂ R, with a < b, x0 ∈ R, we have

1) (Scaling) For all x0 ∈ R, and all λ ∈ R∗
+, α ∈ R∗

+,

µα
λx0

(]λa, λb[) = λαµα
x0
(]a, b[). (7)

2) (Translation invariance) For all c ∈ R, α ∈ R∗
+, we have

µα
x0+c(]a+ c, b+ c[) = µα

x0
(]a, b[). (8)

3) For all α ∈ R∗
+, we have

µα
a (]a, b[) = µα

b (]a, b[) = (b− a)α. (9)

4) (Continuity) For all x0 ∈ R, µα
x0
(]a, b[) tends towards L(]a, b[) when α tends

to 1.

5) If α ∈]0, 1[, we have

µα
a (]a, b[) = µα

b (]a, b[) ≥ L(]a, b[) if b− a ≤ 1 (10)

µα
a (]a, b[) = µα

b (]a, b[) < L(]a, b[) if b− a > 1. (11)

6) For all real numbers a′, b′, such that a′ > a , b′ < b and x0 ∈ R\]a, b[, we have

µα
x0
(]a, b[) > µα

x0
(]a′, b′[), ∀α ∈ R∗

+. (12)
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Remark. Equation (7) is equivalent to

for all ρ > 0 , dµα
x(ρt) = ραdµα

x
ρ
(t). (13)

2.3 Measure of real order in Rn

We start with the definition of the measure of a simple set. A brick P is defined in
Rn by n inequality of the form

ai ≤ xi ≤ bi , (i = 1, 2, . . . , n) (14)

where the ai and bi indicate given real numbers for all i = 1, 2, . . . , n.

Definition 2 Let P be a parallelepiped in Rn, and let x0 ∈ Rn, α ∈ R∗
+. We call

measure of order α of P with respect to x0 the quantity

µα
x0
(P ) =

n∏
i=1

∣∣∣|x0,i − ai|α − |x0,i − bi|α
∣∣∣ if x0 ̸∈ P (15)

(resp. µα
x0
(P ) =

n∏
i=1

(x0,i − ai)
α + (bi − x0,i)

α if x0 ∈ P ). (16)

Remark. We can obtain an equivalent of Fubini’s theorem for the product of
measure of real order. We let the readers formulate it. We can also build up in a
traditional way product measure on Rn.

2.4 Measure of a bounded set of Rn

Let A be a subset of Rn, and let 1A be the characteristic function of A and x0 ∈ Rn,
α ∈ R∗

+. We can define in a traditional way the measure of a bounded subset of Rn.

Definition 3 let A ⊂ Rn, we will say that A is α-measurable if its characteristic
function is µα

x0
-integrable. The number

µα
x0
(A) =

∫
Rn

1A(t)dµ
α
x0
(t) (17)

is called the measure of order α of A compared to x0.

Remark. For n=2 this measure is called apparent area with respect to x0, and
for n=3 it is called apparent volume with respect to x0. The various properties
of this measure follow easily from the the properties of the integral. We can also
obtain a concept of apparent mass for a material system by proceeding in the same
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way as for the Lebesgue measure, and the same properties can be found. Remind
finally that the measure of a set depends on the dimension of the space in which it
is considered.

As an example the measure of order α of a segment, regarded as a subset of R
is equal to its length of order α, but if it is regarded as plunged in R2, it’s measure
of order α is equal to zero.

In the continuation we will define a more precise measure of a real order without
the use of integral. First of all we remind the definition of diameter of a set in a
metric space.

Definition 4 Let (E, d) be a metric space. If A ⊂ E, A ̸= ϕ, we call diameter of
A and it is noted diam(A), the element of [0,+∞[ defined by

diam(A) = sup
(x,y)∈A2

d(x, y) (18)

with diam(∅) = 0

Definition 5 Let x0 ∈ Rn, B ⊂ Rn and let Pi be a brick of Rn for all i ∈ N∗. We
define

µα,δ
x0

(B) = inf
{ ∞∑

i=1

µα
x0
(Pi), B ⊂

∞∪
i=1

Pi, diam(Pi) ≤ δ
}

= inf
{ ∞∑

i=1

n∏
j=1

µα
x0,j

([ai,j, bi,j]), B ⊂
∞∪
i=1

Pi, diam(Pi) ≤ δ
}
, (19)

with α ∈]0, 1]. The measure of order α of B with respect to x0 is given by

µα
x0
(B) = lim

δ−→ 0
µα,δ
x0

(B) = sup
δ>0

µα,δ
x0

(B). (20)

Remarks. 1) The choice to let δ tend towards 0 enables us to have a concept of
more precise measure where the selected recovery follows the local geometry of the
object.

2) The point x0 represents the position from which the object is measured, this
measure being therefore dependent on this position (Fig.1).

3) The last definition coincides with definition 2 and 3 for α ∈]0, 1[.

5



6

-

y⃗

x⃗
x0

⋆

-

*

6

Figure 1. The apparent measure of the disc for n=2

2.5 Properties of the measure

Theorem 1 1) µα,δ
x0

is an outer measure

2) µα
x0

is an outer measure

3) µα
x0

is a Borel measure.

Proof: 1) µα,δ
x0

is an outer measure, indeed:

i) We have well µα,δ
x0

(B) ∈ R̄+ for all B ⊂ Rn.

ii)

µα,δ
x0

(∅) = inf
{ ∞∑

i=1

µα
x0
(Pi), ∅ ⊂

∞∪
i=1

Pi, diam(Pi) ≤ δ
}
= 0.

Indeed it is enough to take Pi = {x ∈ Rn/ ai ≤ xi ≤ ai}.

iii) If (Ak)k≥1 is a sequence of a subset of Rn, let show that

µα,δ
x0

(
∞∪
k=1

Ak) ≤
∞∑
k=1

µα,δ
x0

(Ak).

If
∑∞

k=1 µ
α,δ
x0

(Ak) = +∞, the inequality is obvious, if not we have µα,δ
x0

(Ak) < +∞ for
all k ≥ 1. There exists a sequence (Pi,k)i≥1 of a brick of Rn such as Ak ⊂

∪∞
i=1 Pi,k,

and for all N > 0 we obtain
∞∑
i=1

µα
x0
(Pi,k) < µα,δ

x0
(Ak) +

1

N2k
.
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Thus we have
∞∪
k=1

Ak ⊂
∞∪

i,k=1

Pi,k

a countable covering of a brick of Rn. Then we have for all N > 0

µα,δ
x0

( ∞∪
k=1

Ak

)
≤

∞∑
i=1

∞∑
k=1

µα
x0
(Pi,k) <

∞∑
k=1

µα,δ
x0

(Ak) +
1

N
,

we then deduce the inequality.

2) µα
x0
is an outer measure, indeed, let (Ak)k≥1 ⊂ Rn. Since

µα,δ
x0

( ∞∪
1

An

)
≤

∞∑
n=1

µα,δ
x0

(An),

and since supδ>0 µ
α,δ
x0

(Ak) = µα
x0
(Ak) we have then

µα,δ
x0

( ∞∪
1

An

)
≤

∞∑
n=1

µα
x0
(An).

When δ tends to 0, we obtain

µα
x0

( ∞∪
1

An

)
≤

∞∑
n=1

µα
x0
(An).

3) µα
x0

is a Borel measure, indeed, let A,B be a subset of Rn , such as d(A,B) > 0,
with

d(A,B) = inf
{

d(x, y),∀x ∈ A,∀y ∈ B
}

then let us just consider d(A,B) > 4δ for example, to get a right covering for
equality.

Properties 2 Let α ∈]0, 1], x0 ∈ Rn, and let µα
x0

be a measure on Rn. We have

1) µα
x0
(B) = 0 for all B ⊂ Rn′

and n′ < n, where Rn is isomorphic to Rn′×Rn−n′

for any integer n′ < n.

2) µ1
x0

coincide with the Lebesgue’s measure on Rn.

3) For all λ > 0, and all B ⊂ Rn, we have µα
λx0

(λB) = λnµα
x0
(B).

Proof: 1) We have

µα,δ
x0

(B) = inf
{ ∞∑

i=1

n∏
j=1

µα
x0,j

([ai,j, bi,j]), B ⊂
∞∪
i=1

Pi, diam(Pi) ≤ δ
}
,
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with α ∈]0, 1]. Since n′ < n, Pi can be chosen in Rn′
, the n−n′ remaining coordinated

are null, we have then the result.

This property means that the measure of a set depends on the dimension of the
space in which is considered.

2) On R and for α = 1 we have:

µα
x0
(Pi) = diam(Pi),

with µ1
x0
(A) = H1(A), and since the Hausdorff’s measure, H1 coincide with the

Lebesgue’s measure on R, we deduce the result.

3/ For all λ > 0, we have

µα,δ
λx0

(λB) = inf
{ ∞∑

i=1

n∏
j=1

µα
λx0,j

([λai,j, λbi,j]), B ⊂
∞∪
i=1

Pi, diam(Pi) ≤ δ
}
.

Since
∞∑
i=1

n∏
j=1

µα
λx0,j

([lai,j, λbi,j]) = λn

∞∑
i=1

n∏
j=1

µα
x0,j

([ai,j, bi,j]),

we deduce that
µα,δ
λx0

(λB) = λnµα,δ
x0

(B),

which by letting δ tend to 0, gives

µα
λx0

(λB) = λnµα
x0
(B).

Proposition 1 Let Pj be the projection of Rn according to the j-th coordinates. Let
α ∈]0, 1], A ⊂ Rn and let x0, x1 ∈ Rn,

If ∀j ∈ {1, 2, 3 . . . , n} we have inf Pj(A) ≥ x0,j ≥ x1,j,

then we have µα
x0
(A) ≥ µα

x1
(A).

Proof: Let Pi be a brick of Rn defined by the n inequality of the form

ai,j ≤ x ≤ bi,j (j = 1, . . . , n)

with ai,j ≤ bi,j for all j = 1, . . . , n, such as A ⊂
∪∞

i=1 Pi and diam(Pi) ≤ δ for
all i. If ∀j ∈ {1, 2, 3 . . . , n} we have inf Pj(A) ≥ x0,j > x1,j, we deduce that ∀i
inf Pj(Pi) ≥ x0,j > x1,j then according to the properties of measure of real order in
R, we have

µα
x0,j

([ai,j, bi,j]) ≥ µα
x1,j

([ai,j, bi,j])

for all (i, j) ∈ N∗ × {1, . . . , n}, of which
∞∑
i=1

n∏
j=1

µα
x0,j

([ai,j, bi,j]) ≥
∞∑
i=1

n∏
j=1

µα
x1,j

([ai,j, bi,j]).
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and we obtain
µα,δ
x0

(A) ≥ µα,δ
x1

(A),

which completes the proof.

Theorem 2 Let f : B ⊂ Rn −→ Rn be a function defined algebraically by

f(x) = Λx+ C, (21)

with C is a constant vector, Λ is a matrix

 λ1 0 0

0
. . . 0

0 0 λn

 with λi a real positive

for all i = 1, . . . , n. Let x0 ∈ B, and let A ⊂ B. We have

µα
f(x0)

(f(A)) = (
n∏

j=1

λα
j ) µ

α
x0
(A). (22)

Proof: Let Pi be a brick of Rn defined by the n following inequality

ai,j ≤ xj ≤ bi,j (j = 1, . . . , n)

with ai,j ≤ bi,j for all j = 1, . . . , n , such as A ⊂
∪∞

i=1 Pi and diam(Pi) ≤ δ for all i.

f(Pi) is a brick of Rn defined by the n inequality of the form

λjai,j + cj ≤ xj ≤ λjbi,j + cj (j = 1, . . . , n)

µα
f(x0)

f(Pi) =
n∏

j=1

µα
f(x0)j

(
[λjai,j + cj, λjbi,j + cj]

)
(23)

=
n∏

j=1

∣∣∣∣∣∣f(x0)j − (λjbi,j + cj)
∣∣∣α −

∣∣∣f(x0)j − (λjai,j + cj)
∣∣∣α∣∣∣ (24)

=
n∏

j=1

λα
j

∣∣∣∣∣∣x0,j − bi,j

∣∣∣α −
∣∣∣x0,j − ai,j

∣∣∣α∣∣∣ (25)

= (
n∏

j=1

λα
j ) µ

α
x0
(Pi) (26)

what it enables us to obtain the result.
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3 Measure and dimension of real order

The measure defined in the preceding paragraph can not define a concept of dimen-
sion, so following the concept of Hausdorff measure let us build up the following
measure:

Definition 6 Let (Pi)i∈N∗ be a sequence of a parallelepiped of Rn covering B ⊂ Rn

and x0 ∈ Rn. Let β ∈ [0,+∞[ and α ∈]0, 1]. We define

Hβ(α),δ
x0

(B) = inf
{ ∞∑

i=1

(
sup

1≤j≤n
µα
x0,j

([ai,j, bi,j])
)β

, B ⊂
∞∪
i=1

Pi, diam(Pi) ≤ δ
}

(27)

the measure of order (α, β) of B compared to x0 is given by

Hβ(α)
x0

(B) = lim
δ−→ 0

Hβ(α),δ
x0

(B) = sup
δ>0

Hβ(α),δ
x0

(B). (28)

Theorem 3 1) H
β(α),δ
x0 is an outer measure

2) H
β(α)
x0 is a measure

3) H
β(α)
x0 coincide with the Hausdorff’s measure of order β on R for α = 1.

Proof: For 1)and 2) the proof is similar to the proof of the theorem 1.

3) When α = 1, we have µα
x0,j

([ai,j, bi,j]) = Diam([ai,j, bi,j]).

If we denote A◦ the interior of A, we have the following lemma

Lemma 1 Let A be a subset of Rn, x0 ∈ Rn \A◦, α ∈]0, 1] and let 0 ≤ β < γ < ∞.

If H
β(α)
x0 (A) < +∞ =⇒ H

γ(α)
x0 (A) = 0.

Proof: If H
β(α)
x0 (A) < +∞, then there exists a sequence (Pn)n≥1 of brick of Rn

such that A ⊂
∪∞

k=1 Pn with diamPn ≤ δ, and we have for k ∈ N∗

∞∑
i=1

(
sup

1≤j≤n
µα
x0,j

([ai,j, bi,j])
)β

≤ Hβ(α),δ
x0

(A) +
1

k
≤ sup

δ>0
Hβ(α),δ

x0
(A) +

1

k
.

According to the definition of measure we have

Hγ(α),δ
x0

(A) ≤
∞∑
i=1

(
sup

1≤j≤n
µα
x0,j

([ai,j, bi,j])
)γ
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=
∞∑
i=1

(
sup

1≤j≤n
µα
x0,j

([ai,j, bi,j])
)β(

sup
1≤j≤n

µα
x0,j

([ai,j, bi,j])
)γ−β

.

Since
sup

1≤j≤n
µα
x0,j

([ai,j, bi,j]) ≤ Diam(Pj), ∀1 ≤ j ≤ n,

then we obtain

Hγ(α),δ
x0

(A) ≤ δγ−β

∞∑
i=1

(
sup

1≤j≤n
µα
x0,j

([ai,j, bi,j])
)β

≤ δγ−β
(
Hβ(α)

x0
(A) +

1

k

)
we deduce from it the result when δ tends to 0.

Thanks to this lemma we introduce the definition of relative dimension:

Definition 7 Let A ⊂ Rn, α ∈]0, 1]. We define the relative dimension of a set A
by

dim(A) = inf
{
β : Hβ(α)

x0
(A) = 0

}
= inf

{
β : Hβ(α)

x0
(A) < ∞

}
. (29)

= sup
{
γ : Hγ(α)

x0
(A) = ∞

}
= sup

{
γ : Hγ(α)

x0
(A) > 0

}
. (30)

Remark. We have the following

i) If A ⊂ B ⊂ Rn, x0 ∈ Rn and x0 /∈ B , we have H
β(α)
x0 (A) ≤ H

β(α)
x0 (B).

ii) If d(x0,i, Pi(A)) ̸= 0 for all i = 1, 2, ..., n, then

dim
H

β(α)
x0

(A) ≤ dimH(A).

Until now, our ”apparent” measure depends on the axis in which the object can
be plunged. To change this dependence we propose the following definition

Definition 8 Let (Oi)i∈N∗ be a sequence of open sets of Rn covering B ⊂ Rn and
let x0 ∈ Rn. Let β ∈ [0,+∞[ and α ∈]0, 1]. We define

Hβ(α),δ
x0

(B) = inf
{ ∞∑

i=1

(
(Dx0(Oi))

α − (dx0(Oi))
α
)β

, B ⊂
∞∪
i=1

Oi, diam(Oi) ≤ δ
}

(31)
where Dx0(Oi) = supy∈Oi

d(x0, y) and dx0(Oi) = infy∈Oi
d(x0, y). The measure of

order (α, β) of B with respect to x0 is given by

Hβ(α)
x0

(B) = sup
δ>0

Hβ(α),δ
x0

(B) = lim
δ−→ 0

Hβ(α),δ
x0

(B). (32)

As for the Hausdorff measure we have the following theorem
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Theorem 4 1) Hβ(α),δ
x0 is an outer measure

2) Hβ(α)
x0 is a measure

3) Hβ(α)
x0 coincide with the Hausdorff’s measure of order β on R for α = 1.

4) Hβ(α)
x0 (A) = 0 if A ⊂ Rn and αβ > n.

Proof 4) Let m be an integer and let us consider the unit cube Q ⊂ Rn. This

cube can be decomposed into mn cubes with side
1

m
.

Therefore

Hβ(α),δ
x0

(Q) ≤
mn∑
i=1

(
(
1

m
)α
)β

= mn
(
(
1

m
)α
)β

= mn−αβ (33)

and we can then conclude.

Then we get the relative dimension given by the definition 7. Although the
Hausdorff dimension measures the metric size of any subset in a metric space. We
can find an ”apparent” Hausdorff measure if we put the ”apparent” diameter given
by

µα
x0
(Oi) =

(
Dx0(Oi)

)α

−
(
dx0(Oi)

)α

, (34)

in place of diam(Oi), and we have

Proposition 2 Let α ∈]0, 1], A ⊂ Rn and let x0, x1 ∈ Rn.

Let (Oi)i∈N∗ be a sequence of open sets of Rn covering A,

If ∀i ∈ N∗, d(x0, Oi) > d(x1, Oi) then we have Hβ(α)
x0

(A) ≤ Hβ(α)
x1

(A), (35)

where d(xi, Oi) = inf
y∈A

d(xi, y).

Proof: Let (Oi)i∈N∗ be a sequence of an open set of Rn covering A ⊂ Rn such
as diam(Oi) ≤ δ, thanks to the properties of the apparent measure defined in the
beginning of this article it can be said that if we have ∀i ∈ N∗, d(x0, Oi) > d(x1, Oi)
then (

(Dx0(Oi))
α − (dx0(Oi))

α
)β

<
(
(Dx1(Oi))

α − (dx1(Oi))
α
)β

(36)

which yields

∞∑
i=1

(
(Dx0(Oi))

α − (dx0(Oi))
α
)β

<
∞∑
i=1

(
(Dx1(Oi))

α − (dx1(Oi))
α
)β

, (37)

and then we have the result.
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4 Application: The Cantor set in R

Let 0 < λ < 1
2
. Denote I0,1 = [0, 1], and let I1,1 and I1,2 be the intervals [0, λ]

and [1−λ, 1], respectively, obtained by taking of from the interval [0, 1] the interval
]λ, 1 − λ[ of length 1 − 2λ and centered at the medium (Fig.2). We continue this
process of selecting two subintervals of each already given interval, and so on. If
we have defined intervals Ik−1,1,....,Ik−1,2k−1 , we define the intervals Ik,1,....,Ik,2k by
deleting from the middle of each Ik−1,j an interval of length

(1− 2λ)d(Ik−1,j) = (1− 2λ)λk−1.

All the intervals Ik,j thus obtained have length λk. We define a kind of limit set of
this construction by

C(λ) = ∩∞
k=0 ∪2k

j=1 Ik,j.

I0,1

I1,1 I1,2

I2,1 I2,2 I2,3 I2,4

Figure 2. Cantor set

Then C(λ) is an uncountable compact set without interior points and with zero
Lebesgue measure, and one Hausdorff’s measure, and the Hausdorff’s dimension is
equal to

dimH =
log2

log 1
λ

. (38)

To determine the relative dimension of this set and to discuss its apparent measure,
there are two cases:

13



i) Case where x0 = 0, or where x0 = 1, or more generally if there exists (k, j) ∈
N× N∗ such as x0 belongs to the boundary of Ik,j.

For every k = 1, 2, ...., we have C(λ) ⊂ ∪jIk,j, and then

Hβ(α),λk

x0
(C(λ)) ≤

2k∑
j=1

(
µα
x0
(Ik,j)

)β

≤
2k∑
j=1

(λkα)β = (2λβα)k, (39)

In order for this upper bound to be useful, it should stay bounded as k tends to
∞. The smallest value of β for which this happens is given by 2λβα = 1, that is
β = log 2

α log( 1
λ
)
for α ∈]0, 1]. Then for this choice we have

Hβ(α)
x0

(C(λ)) ≤ lim
k→∞

2k∑
j=1

(λkα)β = 1, (40)

thus

dim
H

β(α)
x0

(C(λ)) ≤ log 2

α log( 1
λ
)
. (41)

Since for the Hausdorff’s measure see ([6], [9]), we can find a lower bounds for the

H
β(α)
x0 (C(λ)), indeed, let us consider an open recovering (Ii)i∈N of C(λ). Since C(λ)

is compact, a finite recovering can be chosen. We may assume that there were only
(Ij)j=1,..,n to begin with. Since C(λ) has no interior points, we can making Ij slightly
larger if necessary, assume that the end-points of each Ij are outside C(λ). Then
there is δ > 0 such as the distance from all these end-points to C(λ) is at least
δ. Choosing k so large that δ > λk = L(Ik,i), it follows that every interval Ik,i is
contained in some Ij.

Since for β =
ln 2

ln 1
λ

we can find a finite constant c > 1 such that

c(µα
x0
(Ij))

β ≥
∑

Ik,i⊂Ij

(µα
x0
(Ik,i))

β (42)

whence

c
∑
j

(µα
x0
(Ij))

β ≥
∑
j

∑
Ik,i⊂Ij

(µα
x0
(Ik,i))

β ≥
2k∑
i=1

(µα
x0
(Ik,i))

β, (43)

or

2k∑
i=1

(µα
x0
(Ik,i))

β ≥
2k∑
i=1

(
1− (1− λk)α

)β

= 2k
(
1− (1− λk)α

)β

≃ 2kαβλβk (44)

this lower bounds should remain bounded as k tends to infinity because 2λβ = 1,

for β =
ln 2

ln 1
λ

, and we have for this value

∑
j

(µα
x0
(Ij))

β ≥ αβ

c
, (45)
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which allows us to say that

Hβ(α)
x0

(C(λ)) ≥ αβ

c
for β =

ln 2

ln 1
λ

, (46)

which gives

dim
H

β(α)
x0

(C(λ)) ≥ log 2

log( 1
λ
)

(47)

Conclusion, if there is (j, k) ∈ N× N∗ such as x0 ∈ ∂Ik,j, then

log 2

log( 1
λ
)
≤ dim

H
β(α)
x0

(C(λ)) ≤ log 2

α log( 1
λ
)
. (48)

ii) Case where x0 ∈ [0, 1] \C(λ), a similar demonstration of a) leads to the same
conclusion.

iii) Case where x0 ̸∈ [0, 1], let us suppose x0 < 0, the case x0 > 1 will be treated
by the same way. To find the upper bounds, we have

Hβ(α),λk

x0
(C(λ)) ≤

2k∑
j=1

(
µα
x0
(Ik,j)

)β

≤
2k∑
j=1

(
(λk − x0)

α − (−x0)
)β

= 2k
(
(λk − x0)

α − (−x0)
)β

,

the last term 2k
(
(λk − x0)

α − (−x0)
)β

is equivalent to αβ

(−x0)(1−α)β (2λ
β)k.

The smallest value of β for which the upper bounds of H
β(α)
x0 C(λ) should stay

bounded as k tends to infinity, is given by 2λβ = 1, that is β =
log 2

log 1
λ

.

For this choice we have

Hβ(α)
x0

(C(λ)) ≤ αβ

(−x0)(1−α)β
(49)

therefore dim
H

β(α)
x0

(C(λ)) ≤ β. The same covering chosen in i) will give us a lower

estimate of the relative dimension dim
H

β(α)
x0

(C(λ)) by
αβ

4(−x0)(1−α)β
.

For this over coverings, we just need to see that for β =
ln 2

ln 1
λ

, we can find a finite

constant c > 1 such that

c
∑
j

(µα
x0
(Ij))

β ≥
∑
j

∑
Ik,i⊂Ij

(µα
x0
(Ik,i))

β ≥
2k∑
i=1

(µα
x0
(Ik,i))

β, (50)
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with

2k∑
i=1

(µα
x0
(Ik,i))

β ≥
2k∑
i=1

(
(1− x0)

α − ((1− x0)− λk)α
)β

≃ αβ(2λβ)k

(1− x0)(1−α)β
(51)

which enables us to have

dim
H

β(α)
x0

(C(λ)) ≥ log 2

log( 1
λ
)

and Hβ(α)
x0

(C(λ)) ≥ αβ

c(1− x0)(1−α)β
, (52)

for β = log 2

log( 1
λ
)
.

For Example: 1) If x0 = −1, we find

dim
H

β(α)
x0

(C(λ)) ≥ log 2

log( 1
λ
)

and
αβ

c2(1−α)β
≤ H

β(α)
−1 (C(λ)) ≤ αβ

c
, (53)

for β = log 2

log( 1
λ
)
.

2) If x0 = −1
2
, we find

dim
H

β(α)
x0

(C(λ)) ≥ log 2

log( 1
λ
)

and
αβ

c(3
2
)(1−α)β

≤ H
β(α)

− 1
2

(C(λ)) ≤ αβ

c(1
2
)(1−α)β

(54)

For the same β.

Conclusion, If x0 ̸∈ [0, 1] the relative dimension of a Cantor set is constant and
coincide with Hausdorff’s one, and if x0 ∈ [0, 1] ∩ ∂Ik,j for (k, j) ∈ N × N∗, or if
x0 ∈ [0, 1] \ C(λ), the relative dimension of a Cantor set check

log 2

log( 1
λ
)
≤ dim

H
β(α)
x0

(C(λ)) ≤ log 2

α log( 1
λ
)

which is a value grater or equal to the Hausdorff’s dimension according to the value
of α ∈]0, 1], if α = 1 we find

dim
H

β(1)
x0

(C(λ)) = dimHβ(C(λ)). (55)

Else the relative dimension of a Cantor set is greater than the Hausdorff’s di-
mension and we have the following theorem

Theorem 5 The relative dimension β of the Cantor set is

i) If x0 ∈ [0, 1] \ C(λ), or x0 ∈ [0, 1] ∩ ∂Ik,j for (k, j) ∈ N× N∗, then

log 2

log( 1
λ
)
≤ β ≤ log 2

α log( 1
λ
)
. (56)

ii) If x0 /∈ [0, 1], then

β =
log 2

log( 1
λ
)
. (57)
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Remark 1) For x0 = 0 we have

2k∑
i=1

µα
x0
(Ik,i) = λαβk +

[(
2λk + (1− 2λ)λk−1

)α

−
(
λk + (1− 2λ)λk−1

)α]β
+
[(

5λk + 2(1− 2λ)λk−1
)α

−
(
4λk + 2(1− 2λ)λk−1

)α]β
+ . . . . . . (58)

= λαβk
(
1 +

[(
2 +

(1− 2λ)

λ

)α

−
(
1 +

(1− 2λ)

λ

)α]β
+
[(

5 +
2(1− 2λ)

λ

)α

−
(
4 +

2(1− 2λ)

λ

)α]β
+ . . . . . . (59)

and then
2k∑
i=1

µα
x0
(Ik,i) = λαβk

(
u1 + u2 + . . .+ u2k

)
(60)

with un the sequence given by

un =


(
(1 + Pn(

1
λ
))α − (Pn(

1
λ
))α

)β

if n is an odd number(
(Pn(

1
λ
))α − (Pn(

1
λ
)− 1)α

)β

if n is an even number.

Where Pn is a polynomial that is difficult to obtain his general form, but we can see

that for an even number of the form 2k, we have P2k(
1
λ
) =

1

λk
and this my lead us

to get a conclusion

i) If β = β2 =
ln 2

α ln 1
λ

then

2k∑
i=1

(
µα
x0
(Ik,i)

)β2

= λαβ2k
(
u1 + u2 + . . .+ u2k

)
→ 0, (61)

by Cesaro’s mean for the sequence un if it converge, we have

u1 + u2 + . . .+ u2k

2k
≈ u2k → 0, (62)

and we conclude dim
H

β2(α)
x0

C(λ) ≤ β2.

ii) If β = β1 =
ln 2

ln 1
λ

then

2k∑
i=1

(
µα
x0
(Ik,i)

)β1

= λαβ1k
(
u1 + u2 + . . .+ u2k

)
→ αβ1 (63)
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indeed, we have
u1 + u2 + . . .+ u2k

2kα
≈ u2k 2k(1−α), (64)

where u2k =
((

1
λk

)α

−
(

1
λk − 1

)α)β1

, then

lim
k→∞

u2k 2k(1−α) ≈ lim
k→∞

2k(1−α)λkβ1(1−α)αβ1 .

or λβ1 =
1

2
, then we conclude

lim
k→∞

u2k 2k(1−α) = αβ1 .

we have then
2k∑
i=1

(
µα
x0
(Ik,i)

)β1

→ αβ1 > 0. (65)

This means that for x0 = 0 and α < 1 we have dim
H

β(α)
x0

(C(λ)) ≥ log 2

log( 1
λ
)
.

2) To verify the formula (50) for a special case, suppose that each interval Ij cover
two intervals of the k-th generation intervals of the Cantor, and then by construction,
we have

µα
x0
(Ij) ≥ µα

x0
(Ik,i) (66)

for all Ik,i ⊂ Ij, thus we get

µα
x0
(Ij) ≥

1

2

∑
Ik,i⊂Ij

µα
x0
(Ik,i). (67)

The convexity of the function f(x) = xβ for β ∈]0, 1[ gives(
µα
x0
(Ij)

)β

≥
(1
2

∑
Ik,i⊂Ij

µα
x0
(Ik,i)

)β

≥ 1

2

∑
Ik,i⊂Ij

(
µα
x0
(Ik,i)

)β

(68)

then

4
(
µα
x0
(Ij)

)β

≥ 2
∑

Ik,i⊂Ij

(
µα
x0
(Ik,i)

)β

≥
∑

Ik,i⊂Ij

(
µα
x0
(Ik,i)

)β

. (69)

and we have a finite constant c = 4.

5 Application: Integral of real order

5.1 Integral and derivative of order α ∈]0, 1]

In 1847 Riemann introduces the definition called today the Riemann-Liouville’s
integral of a real order ([12],[15], [10], [4]).
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Definition 9 Let f be a continuous function in [a, b] with −∞ < a < b < ∞, the
integral of order α ∈]0,∞[ of the function f at the left of the point x ∈]a, b[, if it
exists, is defined by

Iαa f(x) =
1

Γ(α)

∫ x

a

(x− t)α−1f(t)dt, (70)

and the integral of order α at the right of the point x ∈]a, b[, if it exists, is given by

Iαb f(x) =
1

Γ(α)

∫ b

x

(t− x)α−1f(t)dt. (71)

Using the concept of measure of a real order that we introduced, we can rewrite
the integral of a real order of Riemann-Liouville of the form:

Iαa f(x) =
1

Γ(α+ 1)

∫ x

a

f(t)dµα
x(t) =

∫ x

a

f(t)dηαx (t), (72)

with dηαx (t) =
1

Γ(α+ 1)
dµα

x(t), and

Iαb f(x) =
1

Γ(α+ 1)

∫ b

x

f(t)dµα
x(t) =

∫ b

x

f(t)dηαx (t), (73)

with dηαx (t) =
1

Γ(α+ 1)
dµα

x(t), and we can say that the measure ηαx is also a density

measure which satisfies the same properties that the ”apparent” measure µα
x .

5.2 Integral of real order of a constant function

Let f(x) = C be a constant for all x ∈ [a, b], and let x0 ∈]a, b[. We have

Iαa f(x0) =

∫ x0

a

f(t)dηαx0
(t) = C

∫ x0

a

dηαx0
(t)

= C ηαx0
(]a, x0[) = C

(x0 − a)α

Γ(α+ 1)
. (74)

To understand the distribution of this area, let us consider a subdivision of interval
[a, x0] of n sub intervals of equal size

a = x1 < x2 < ..... < xn = x0, (75)

we have then

Iαa f(x0) =

∫ x0

a

f(t)dηαx0
(t) =

n∑
i=1

∫ xi

xi−1

C dηαx0
(t) = C

n∑
i=1

ηαx0
([xi−1, xi]). (76)
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5.3 Comments

The integral of real order is a primitive, and the area gives a representation of this
primitive. On the other hand, the area obtained depends on the value of α and of
the interval length [a, x0], whether its length is greater or smaller than 1. In both
cases there is always the following property

C ηαx0
([xn−1, x0]) > C ηαx0

([xn−2, xn−1]) > .......... > C ηαx0
([xn−i, xn−i+1])

.... > C ηαx0
([xi−1, xi]).... > C ηαx0

([a, x2]), (77)

which means that the further x0 is, the smaller the area of the rectangles obtained
by the subdivision.

5.4 Integral of real order of a step function

Let f be a step function in [a, b], taking values ξk in ]xk, xk+1[, and let x0 ∈]a, b[.
We can then write f of the form

f(x) =
n∑

i=1

ξi 1Ei
(x), (78)

where Ei =]xi, xi+1[ is a subdivision of interval [a, b].

The integral of real order of the function f is given by:

Iαa f(x0) =

∫ x0

a

f(t)dηαx0
(t) =

n∑
i=1

∫ xi+1

xi

ξi dη
α
x0
(t) =

n∑
i=1

ξi η
α
x0
(]xi−1, xi[). (79)

Therefore the expression ”f admits an integral of a real order on the left of the
point x0” means that the number

n∑
i=1

ξi η
α
x0
(]xi−1, xi[) (80)

can be associated with the function f which represents a sum of area of rectangles
with dimensions ξi and ηαx0

(]xi−1, xi[) for 1 ≤ i ≤ n ( Fig. 3).
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Figure 3.

Remarks 1) Intuitive considerations on the integral of real order

The summation from a to x0 of the products f(t) by the differential element
dηα

x+
0

represents a limit of the sum of n products

f(ti)× ηαx0
([ti, ti+1]) (81)

obtained by dividing the interval [a, x0] into n sub intervals,

t1 = a, t2 = a+
x0 − a

n
, ...., ti = a+

(i− 1)(x0 − a)

n
, ..., tn = x0. (82)

Let S be the sum of n products

f(ti)× ηαx0
([ti, ti+1])

representing the area of n right-angled basic

ηαx0
([ti, ti+1]) =

1

Γ(α+ 1)

(
(x0 − ti)

α − (x0 − ti+1)
α
)

=
(x0 − a

n

)α(
(n− i+ 1)α − (n− i)α

) 1

Γ(α+ 1)
, (83)

and height f(ti), we have then

S =
n∑

i=1

f(ti)
(x0 − a

n

)α(
(n− i+ 1)α − (n− i)α

) 1

Γ(α+ 1)
, (84)

( ti vary from a to x0).

Being at the extreme cases means that the larger n becomes the closer is the
difference

1

Γ(α+ 1)

(
(x0 − ti)

α − (x0 − ii+1)
α
)

(85)
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to the differential element

dηαx (t) = d
(x0 − t)α

Γ(α+ 1)
(86)

and that the sum of n produced becomes the integral of the ”elementary products”
of f(t) by dηαx (t), where t vary from a to x0.

2)Thanks to the measure dηαx0
in R, we can rewrite the various integrals of a real

order in fractional calculus, indeed:

5.4.1 Weyl’s integral of real order (1917)

The Weyl integral of real order, [16], is given by

Iα−∞f(x0) =
1

Γ(α)

∫ x0

−∞
(x0 − t)α−1f(t)dt =

∫ x0

−∞
f(t)dηαx0

(t) (87)

Iα+∞f(x0) =
1

Γ(α)

∫ +∞

x0

(t− x0)
α−1f(t)dt =

∫ +∞

x0

f(t)dηαx0
(t), (88)

and thus there is a same geometrical interpretation of Riemann-Liouville fractional
integral.

5.4.2 Erdélyi’s integral of real order (1964)

The Erdélyi’s integral of real order, [5], is given by

Iα0 f(x0) =
1

Γ(α)

∫ x0

0

(x0 − t)α−1f(t)dt, (89)

Iα+∞f(x0) =
1

Γ(α)

∫ +∞

x0

(t− x0)
α−1f(t)dt, (90)

by using the concept of measurement of a real order, we have

Iα0 f(x0) =

∫ x0

0

f(t)dηαx0
(t), Iα+∞f(x0) =

∫ +∞

x0

f(t)dηαx0
(t), (91)

which enables us to obtain an equivalent geometrical interpretation.

5.4.3 Kober’s integral of real order (1940)

The Kober’s integral of real order, [7], is given by

Iβ,α0 f(x0) =
x0

−β−α

Γ(α)

∫ x0

0

tβ(x0 − t)α−1f(t)dt (92)
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and

Iβ,α+∞f(x0) =
xβ
0

Γ(α)

∫ +∞

x0

t−β−α(t− x0)
α−1f(t)dt, (93)

by using the concept of measurement of a real order, the geometrical interpretation
of this integral is more complicated

Iβ,α0 f(x0) = x0
−β−α

∫ x0

0

tβf(t)dηαx0
(t) (94)

Iβ,α+∞f(x0) = xβ
0

∫ +∞

x0

t−β−αf(t)dηαx0
(t), (95)

but in general we can have a geometric interpretation of the integral of real order of
the function xδf(x) for all δ ∈ R.

5.4.4 Caputo’s derivative of real order (1967)

The Caputo’s derivative of real order ([2],[3]), is defined by an integral of the form

f (β)(t) =
1

Γ(n− β)

∫ t

a

f (n)(τ)

(t− τ)(β−1+n)
dτ n− 1 < β < n, n ∈ N− {0}. (96)

It is noticed that if α = β − n + 1 is posed, we have f (β) = (f (n))(α) with α ∈]0, 1[,
this integral can be written with the concept of the measure of a real order like

f (β)(t) =

∫ t

a

f (n)(τ)dη1−α
t− (τ) 0 < α < 1. (97)

that enables us to obtain a geometric interpretation of the Caputo’s derivative of
real order as being the area of real order of the derivative function f (n)(t).
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Heidelberg, Springer, 1990, p. 385-398.

[13] Roger, ”Hausdorff measures”, Cambridge at the University press, 1970.

[14] Srivastava, H. M., and Saigo, M. ,”Multiplication of fractional calculus operators
and boundary value problems involving the Euler-Darboux equation”, J. Math. Anal.
Appli., 121. 321-369, 1987.

[15] Samko. S.G , Kilbas. A.A, Marichev. O.I,”Fractional integral and derivatives, theory
and application”, Nauka I Teknika, Minsk, (1987).

[16] Weyl. H, ”Bermerkungen zum begriff des differentialquotienten gebrochener ord-
nung”, Vierteljschr. Naturfosch. Gesellsch. Zurich 62, 296-302, 1917.

24


