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Abstract — In situation analysis (SA), an agent observing @ontext, doubled with a semantics allowing meaningful rea-
scene receives information from heterogeneous sources of infepning on belief, knowledge and situations.

mation including for example remote sensing devices, human re-The aim of this paper is to evaluate the potential of neu-
ports and databases. The aim of this agent is to reach a Cert&t%sophic logic and Dezert-Smarandache theory (DSmT) to
level of awareness of the situation in order to make decisions. F(%pe with the ontological and epistemological obstacles in

the purpose of applications, this state of awareness can be cnglA (section 3)j.e. problems due to the nature of things
ceived as a state of knowledge in the classical epistemic logic e

sense. Considering the logical connection between belief a H_d to cognmve “m'tatlons ,Of the agents, humgn or am_
knowledge, the challenge for the designer is to transform the ra ,'al' A partlcglarlty of SA 'S_ that .mos't of the time it is
imprecise, conflictual and often paradoxical information receivelnPossible to list every possible situation that can occur.
from the different sources into statements understandable by bdthe elements of the corresponding frame of discernment
man and machines. Hence, quantitative (i.e. measuring the worlgBnnot, thus, be considered as an exhaustive list of situa-
and qualitative (i.e. reasoning about the structure of the worldjons. Furthermore, in SA situations are not clearcut ele-
information processing coexist in SA. A great challenge in Sfents of the frame of discernment (section 4). Considering
is the conciliation of both aspects in mathematical and logicahese particular aspects, especially the richer ontology on
frameworks. As a consequence, SA applications need framewgflich it is based, DSmT appears as an appropriate model-
general enough to take into account the different types of UNCgty 16] for uncertainty in SA (section 5.2). On the other
tainty and information present in the SA context, doubled with nd, we assess the ability of neutrosophic logic to process

semantics allowing meaningful reasoning on situations. The aim boli d ical stat ¢ belief and k |
of this paper is to evaluate the capacity of neutrosophic logic angMPolIC and numerical statements on beliet and know'-

Dezert- Smarandache theory (DSmT) to cope with the ontologi(%ﬁig,e usin_g the possible W0r|d§ semantics (5'3)'_ Moreover,
and epistemological problems of SA. we investigate the representation of neutrosophic concepts

o _ _ of neutrality and opposite in the possible worlds semantics
Keywords: Situation analysis, possible worlds, neutrosophtﬁJr situation modelization

logic, Dezert-Smarandache theory.

1 Introduction 2 Situation analysis

In Situation Analysis (SA), an agent observing a scene r€he termsituation appears in the mid-fourteenth century
ceives information from heterogeneous sources of informderived from medieval Latisituatiomeaningoeing placed
tion including for example remote sensing devices, huménto a certain location By the middle of the seventeenth
reports and databases. The aim of this agent is to reacteatury situation is used to discuss the moral dispositions
certain awareness of the situation in order to take decisioné.a person, more specifically the set of circumstances a
For the purpose of applications, this state of awareness gamson lies in, the relations linking this person tontsieu

be conceived as a state of knowledge in the classical epgis-surroundingenvironment As will be shown below, the
temic logic sense. Considering the logical connection bletter definition is close to what is meant today in the field of
tween belief and knowledge, the challenge for the desigrtéigh-Level Data Fusion, where the mental statsitifation

is to transform the raw, imprecise, conflictual and ofteawarenesss studied in interaction with the surrounding en-
paradoxical information received from the different sourcesronment. Common synonyms of situation with a corre-
into statements understandable by both man and machirgggnding meaning argetting case circumstancescondi-
Hence, quantitative.e. measuring the worjdand qualita- tion, plight, scenariq state picture, state of affairs

tive (i.e. reasoning about the structure of the wqridfor- Although the notion of situation is used informally in ev-
mation processing coexist in SA. A great challenge in Séryday language to designate a given state of affairs, a sim-
is the conciliation of both aspects in mathematical and loglified view of the world, and even the position of certain
ical frameworks. As a consequence, SA applications neebjects, situation is nowadays a central concept in High-
frameworks general enough to take into account the diffdrevel Data Fusion where it has been given more or less
ent types of uncertainty and information present in the Slrmal definitions. For Pew [1], a situation ia set of envi-
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Projection, in a general multiagent context. Fig. 2: Revisited JDL data fusion model and applications

[8].

Acquisition, Common Referencing, Perception Origin Un-
certainty Management, and Situation Element Perception
Refinement as subtasks. B. Situatmmprehensiogom-
posed of Situation Element Contextual Analysis, Situation
Element Interpretation, Situation Classification, Situation
Recognition, and Situation Assessment as subtasks. C. Sit-
uation projection composed of Situation Element Projec-

tion, Impact Assessment, Situation Monitoring. Situation
Watch, and Process Refinement [5].
The conception of a system for SA must rely on a mathe-

matical and/or logical formalism capable of translating the

Fig. 1: The three basic processes of situation awarenessf@gchanisms of the SAW process at the human level. The

cording to Endlsey and Garland (modified from [2]), in Jormalism should also allow the possibility to encompass
multi-agent context. the case of multi-agent systems in which the state of aware-

ness can be distributed over several agents rather than lo-

In contemporary cognitive science the concephehtal calize_zd. A logical a_pproach based ona possiblg worlds se-
representatioris used to study the interface between the ef2@ntics for reasoning on belief and knowledge is proposed
ternal world and mind. Mental states are seen as relatidA$®l: This work by Halpern can be used as a blueprint con-
between agents and mental representations. Formally, SIffring that it allows to handle numerical evaluations of
following Pitt's formulation [4], for an agent to be in a psyprobapllltles, thus treating separat.ely but nevertheless link-
chological stata with semantic property is for that agent "9 Pelief, knowledge and uncertainty.
to be in aW-appropriate relation to a mental representation Furthermore, mathematical and logical frameworks used
of an appropriate kind with semantic propeity As far to model mental states should b_e able to represent and pro-
as mental states are concerned, purely syntactic approadfss autoreferenpe such as beliefs about one’s own beliefs,
are not adequate for representation since semantic conc§tiefs about beliefs about . .. and so on.
need to be modeled.

SITUATION AWARENESS

Perception
of elementsin | Comprehension | Projection
current of current situation of future status.
situation

3 Obstacles to estimation and prediction in
2.2 Situation Analysis as a process Situation Analysis

For Roy [5] “Situation Analysis is a process, the examinaFhere are two kinds of limits to state estimation and pre-
tion of a situation, its elements, and their relations, to pradiction in Situation AnalysisOntological limitsdue to the
vide and maintain a product, i.e. a stateQifuation Aware- nature of things andpistemic limitsdue to cognitive limi-
ness(SAW) for the decision maKerFor a given situation tations of the agents, human or artificial.

the SA process creates and maintains a mental representdypical obstacles [10] aranarchyandinstability when

tion of the situation. Situation analysis corresponds to tliee situation is not governed by an identifiable law or in
levels 2, 3 and 4 of the JDL data fusion model [6, 7], hendhe absence of nomic stabilitf"hanceandchaos are se-

to higher-levels of data fusion. A revisited version of thdous obstacles to state evaluation and prediction as far as
well-known model is presented on figure 2, with classicain exact estimation is sought for although regularities and
applications associated to the different levels. A completieterminism are observed. Another typical obstacle is the
situation model must take into account the following taskeaguenessf concepts. Natural language concepts are in-
of: A. Situationperceptioncomposed of Situation Elementherently vague, meaning that their definition is approximate



and borderline cases arise. This is true as well for propertiés Basic principles in Situation Analysis

but also for concepts. ) . L
P Given the causes of uncertainty and the constraints linked to

Indeterminacyis another unavoidable obstacle. It majf: We identify three basic principles which should guide SA
arise from paradoxical conclusions to a given inferend$oblem-solving: (1) allowing statements about uncertainty

(i.e. Russell's paradox), from impossible physical measur? be made, (2) enrichment of the universe of discourse, (3)

ments {.e. positionand speed of an atomic particle) or forallowing autoreference.

practical reasond.€. NP-complete problems). Indetermi-

nacy may also be proposed as a conclusion to specific undnk ~ Statements about uncertainty
swerable questions in order to nevertheless allow reason'm

using the remaining information. ﬁcertalnty has two main meanings in most of the classi-

cal dictionaries [12]: Meaning | - Uncertainty as a state of

Ignoranceof the underlying laws governing the situatiofhind; Meaning Il - Uncertainty as a physical property of
is a major cause of uncertainty. For example not knowirl formation. Th_e first meaning refers to the state of mln_d
that a given tactical maneuver is possible precludes the pg5an agent, which does not possess the needed information
sibility to predict its occurrence. Especially present in hif2’ knowledge to make a decision; the agent is in a state of
man affairsnnovationcan be a major obstacle in SA. New!ncertainty: “'m not sure that this object is a table”. The
kinds of objects (weapons), processes (courses of acti§RfOnd meaning refers to a physical property, representing

or ideas (doctrines) arise and one has no choice but to dif limitation of perception systems: “The length of this
with it and adapt. table is uncertain”. In theories of uncertain reasoning, un-

certainty is often described as imperfection of information,
Myopia or data ignorance, is also a typical problem i@s errors on measures for example, and does not depend on

SA. Data must be available on time in order to assess a §ify kind of state of mind. As a sociologistgld Bron-
uation, meaning that even if the information sources exider [13] considers uncertainty as a state of mind, this state
circumstances can prevent their delivery. Another case @pending on our power on the uncertainty, and our capac-
myopia occurs when data is not available in sufficient detalfly to avoid it. He distinguishes two types of uncertainty:
as in pattern recognition when classes are only coarsely dacertainty in finality(or material uncertainty) andncer-
fined or when sensors have limited spatial resolution. Ddginty of senseUncertainty in finality is “the state of an in-
is thus accessible through estimations obtained by samplfigidual that, wanting to fulfill a desire, is confronted with
as in surveys, by the computation of aggregates as in DE& open field of the possibles” (ex.: Will my car start?).
Fusion or by the modelization of rough estimates. As\Whereas uncertainty of sense is “the state of an individual
consequence the available data is only imprecise and Y2en a part, or the whole of its systems of representation is

complete and leads most of the time to conflicting choicéé€teriorated or can be”. Uncertainty in finality corresponds
of decision. to the uncertainty in which lies our understanding of the

world, while uncertainty of sense bears on the representa-

Any attempt in the conception of a system is be bound#idn of the world. Bronner classifies uncertainty in finality
by inferential incapacityof human or artificial agents. Lim- into three types, according to one’s power on uncertainty,
itations in agents can arise because of a lack of awarenesyl the capacity to avoid it: Situation of type I: Uncertainty
As far as knowledge is concerned, an agent cannot alwalges not depend on the agent and can not be avoided; Situ-
give a value to a proposition, for example if it is not eveation of type II: Uncertainty does not depend on the agent
aware of the existence of the concept denoted by the propot can be avoided; Situation of type IlI: Uncertainty is gen-
sition at hand. Agents amesource boundetheaning that erated by the agent and can be avoided.
agents have only limited memorization capabilities, in some In situation analysis, agents are confronted to uncertainty
cases they have power supply limitations, etc. or have ordf/sense (data driven) from the bottom-up perspective and
limited cognitive and computational capabilities. Agent® uncertainty in finality (goal driven) from the top-down
may also have limited visual or auditory acuity. Sometimeperspective.
these limitations come from the outside and are situationPropositional Calculus (PC) relies on the principle of bi-
driven: electronic countermeasures, only a limited amouwlence expressing the fact that a proposition is eiftrere
of time or money is available to do the job, etc. Furthesr FALSE. Hence, only two truth values are allowed leav-
more agents cannot focus on all issues simultaneously. iAg no way to express uncertainty. There are many ways
Fagin and Halpern putsiitin [11] “[...] Even does per- go beyond bivalence. The most common is to introduce
fect reasoning with respect to the limited number of issusspplementary truth values in the PC framework, and then
on which he is focusing in any given frame of mind, he margject the principle of bivalence. The signification of the
not put his conclusions together. Indeed, although in eashpplementary truth value differs from one author to an-
frame of mind agen#d may be consistent, the conclusionsther, from one logic to another. However, it is common
A draws in different frames of mind may be inconsistentto denote truth, falsity and indeterminacy by 1, 0 a%nda-
Finally, agents must work with an inconsistent set of bapectively. A three-valued logic can be generalized to an
liefs. For example, we know that lying is amoral, but im-valued logic, and by extension to fuzzy logic, with an in-
some case we admit it could be a good alternative to a dinite number of truth-values ranging on the real set interval
sis. [0;1].



In neutrosophic logic, another approach is adopted &6 semantics They are for example used in situation the-
represent uncertainty. An indeterminacy assignment is ey for autoreferential sentences like “| lie”. Since hyper-
plicitly defined, conjointly and independently with truthsets theory encompasses classical sets as a special case and
and falsity assignments. Instead of manipulating a singdence DSmT is built upon a notion of classical set, it could
value (as it is the case even in three-valued logics), a triplet possible to enrich DSmT with hypersets thus allowing
of values is considered simultaneously. self-referential statements.

4.2 Enrichment of the universe of discourse 5 Neutrosophic frameworks for Situation

An ontology with a fixed number of objects is often insuffi- Analysis

cient to describe the complete situation. That is why ontal- . . . N
e possible world semantics provides an intuitive means

or reasoning about situations. It delivers a general ap-

Instead of assigning measures to a given%eatne can progch tp. providing semarjtics t.o Iogicgl approaches with

consider its power set.¢. the set of all subsets o). This applicability to neutrosophic logic (section 5.2). However,
’ : possible worlds semantics is often borrowed from logical

leads to an enrichment of the ontology (the set of meas%proaches to fill the lack of semantics of numerical ap-

able propositions is augmented artificially) allowing 'gnoproaches, as it will be detailed below.
rance to be best represented, as well as a supplementary

types of conflict to be taken into account. If probability the-

ory is based on the classical set notion, the notion of powerl Possible worlds semantics

set is the basis of Dempster-Shafer theory, possibility the-

ory and rough sets theory. A Kripke model [17] is a mathematical structure that can

Hence, yet another extension in this direction is the coRe viewed as directed labeled graphThe graph’s nodes
struction of the hyper-power set constituted of all the cona'e the possible worlds belonging to a sef of possible
binations of the union and intersection operators appli#¢Prids, labeled by truth assignments A world s is con-
to the elements of. Besides enriching the ontology, thisSideredpossiblewith respect to another world whenever
structure allows one to account for vague concepts as tH&igre is an edge linking ands’. This link is defined by an
intersection is considered. Extending the definition of thfbitrary binary relation, technically called thecessibility
probability measure the hyper-power set is the principle tglation. More formally,

Dezert-Smarandache theory. - .

Fuzzy sets are another means to represent vague (fuzzy) ASsume a se of propositional atoms. Kripke
concepts by allowing elements to belong more or less to a Modelis a triple structureM of the form
given set. This is accomplished by associating to each of (S,m, R) where
its elements a membership degree to this iset,a value

ogy needs to be enriched, and this task can be achieve
different manners.

varying between 0 and 1, defining a membership function e S is a non-empty set (the set of possible
for this set. worlds);

Rough sets, allowing the representation of indiscernabil- o 7:S8 — (& — {0;1}) is a truth assign-
ity between elements is another way to deal with vague- ment to the atoms per possible world;

ness. This notion presupposes a definition of a frame of
discernment, a set of distinct, exhaustive and exclusive ob-
jects. This frame of discernment is supposed to be the finer
accessible refining. A partition of indiscernible objects rep-
resenting our limited knowledge is built from this frame o
discernment. A vague concept is then represented by
lower and upper bounds being unions of elements of t
partition. The set is vague since its indiscernible elements .

belong and not belong to this set. ()(6) = {1 its Fo o

0if sE ¢

e R C S x Sisthe accessibility relation.
where{0; 1} states fo{ TRUE; FALSE}.

Litgnce, for eacls € S, there is an associated truth assign-
Héentw(s) defined from® to {0; 1} such that:

4.3 Autoreference , N
where¢ is a propositional atom ob. s £ ¢ means that the

The notion of hyperset has been introduced by Aczel [14jorld s entails the propositiog, or in other words, thap
and Barwise and Etchemendy [15] to overcome Russeli&TRUEIN s.

paradox. A recursive definition extends the notion of clas- Truth set - To each¢ of ®, there is an associated truth
sical set, leading to infinitely deep sets (for examples setAy of all the elements of for which7(s)(¢) is TRUE:
1+ 1/z). Hence, the ontology is enriched. With the no-

tion of hyperset comes the graph metaphor which replaces Ay ={s € S|n(s)(¢) =1} 2)
the “container” metaphor. According to Barwise and Moss

[16], the notion of hypersetstransposes the limitation of A, is then the set of possible worlds in whighis TRUE,
the size of sets doctrine (separation axiom) to the domaind can also be notedl, = {s € S|s F ¢}.



5.2 Probability assignations and structures 5.2.3 Dezert-Smarandache structure

Let S be the frame of discernmenta singleton ofS andA  In an equivalent manner to the extension of Nilsson’s struc-
any subset of. In probability theory, measurable objectsure to DS structure, the definition pfcan be extended to
are singletons of S. The measures assigned to any subsel®®, allowing all elements of the hyper-power set to have
A of S are guided by the additivity axiom. Hence, measunon-null probability. We obtain then what we can call a
able elements belong tocaalgebray of 2°. In Dempster- Dezert-Smarandache structuf@Sm structure), an exten-
Shafer theory [18, 19], any element of the power se$ of sion of the DS structure in an equivalent way as DSmT is
2% are measurable. Finally, Dezert-Smarandache theory afr extension of Dempster-Shafer theory.

lows any element of the hyper-power set®f D®, to be One benefit of the resulting structure for situation analy-
measured. Apart these extensions to probability theory tig, is that it provides an interesting framework for dealing
rely on the definition set of the probability measure, thesgith both vagueness and conflict, combining the logical, se-
exists a clear interest for giving a better semantics to thes@ntical and reasoning aspect through the possible worlds
numerical approaches. For its probabilistic logic, Nilssasemantics, and the measuring, combination aspect through
uses the possible worlds semantics to build a “semanti¢iaé DSmT.

generalization of logic”, combining logic with probability

theory [20]. Later on, Fagin and Halpern [21] and als®.2.4 Example: Ron suits

Bundy [22] extend Nilsson’s structure for probabilities alThjs example is proposed in [21] Example 2.4

lowing all elements of the power set to be measurable, lead-
ing to a general structure just as Dempster-Shafer theory
generalizes probability theory.

“Ron has two blue suits and two gray suits. He
has a very simple method for deciding what color
suit to wear on any particular day: he simply
5.2.1 Nilsson structure tosses a (fair) coin. If it lands heads, he wears
a blue suit and if it lands tails, he wears a gray
suit. Once he’s decided what color suit to wear,
e 5= {s1,s2,s3,...}, the set of all possible worlds; he just chooses the rightmost suit of that color
on the rack. Both of Ron’s blue suits are single-
breasted, while one of Ron’s gray suit is single-
p, a probability measure ofi; breasted and the other is double-breasted. Ron’s
wife, Susan, is (fortunately for Ron) a little more
fashion-conscious than he is. She also knows how

A Nilsson structurés a tupleSy = (S, x, p, ®, 7) where

X, ac-algebra of subsets df;

®, the set of propositions;

e m, a mappingr : ® — 2° characterizing for each Ron makes his sartorial choices. So, from time to
¢ € ® the set of possible worldsl, = {s € time, she makes sure that the gray suit she consid-
S in which ¢ is TRUE}. ers preferable is to the right (which depends on

current fashions and perhaps on other whims of
Susan). Suppose we don’'t know about the current
fashion (or about Susan’s current whims). What
can we say about the probability of Ron’s wear-
ing a single-breasted suit on Mondaj21]"

In a Nilsson structurey is defined ony (the set of measur-
able subsets) but not &¥. In other wordsy, (the image
of x by 7) is assumed to be a sub-algebrayofo ensure
thatp(¢) = p(Ag). Giving up this condition is a means
to extendp to 2° (hence Nilsson structure) and leads to

Dempster-Shafer (DS) structure as formalized in{21] Let P be a set of primitive propositions? = {p1,p2}.

Let p;="The suit is gray” and lep,="“The suit is double-
5.2.2 Dempster-Shafer structure breasted”. S is the set of possible states of the world,
A Dempster-Shafer structur§21] is a tuple Spg = I.e. the set of possible worlds, where a state corresponds

(S,x,p,®,7) in which y and 7 are not required to be in this example to a selection of a particular suit by Ron.

related in any sense. Hence, instead of a single prok® fix the ideas, let number the suits from 1 to 4. Hence,

ability measurep from y to [0,1], a Dempster-Shafer S = {s1,52,s3,54}, s; being the world in which Ron

structure gives a pair of probability measuggsand p*, chooses the suit Table 1 give some sets of worlds of in-

known respectively asinerandouter extension., (A) = terest and their associated formula. To describe the state of

sup{p(B)|B C A,B € x} andp*(A) = inf{p(B)|B 2 a world (.e. the truth values of each propositionsit) we

A, B € x}), and the value(A,) is replaced by the inter- use, the truth assignment. For eaghin S, we have a

val: truth assignment (s) defined fromP to {0; 1}, such that

pe(Ag) < p(Ay) < p*(Ay) (3) 7(s)(p) = 0if pis false ins, andn(s)(p) = 1if pis true

S.

Here, we have only 4 measurable eventss;, ss) =

1(ss,s4) = 3, w(@) = 0 andu(S) = 1. The question

p«(Ag) = p*(Ap) = p(A4yp) (4) of interest here (What is the probability of Ron’s wearing

a single-breasted suit?) concerns another non-measurable

event,i.e. (s1,s2,s3). In[21], the authors gave this ex-
*Another way is to consider a partial mapping leading to ample to illustrate the utility of attributing values to non-

Bundy’s structure of incidence calculus [22]. measurable events, and then introduce Demspter-Shafer

A Nilsson structure is then a special case of Dempsté?—
Shafer structures, in which

forany¢ € ®.




Table 1: Some subsets of possible worlds of interest alt truth assignmentr is the falsity assignment and;

their associated formula. is the indeterminacy assignment. Hence, in each possible
World(s) Meaning Formula world s of S, a proposition can be evaluated as-(s)(¢)
(s1,52) A blue suit — TRUE, 7 (s)(¢) FALSE andn;(s)(¢) INDETERMINATE. It
(s3,54) A gray suit p1 follows that to¢ is associated a truth-sﬁtg, a falsity-set
(s1,82,53) Asingle-breasted suit —p» Af and an indetermincay-sel:

structures. Their conclusion for this example is then that AL = {s € S|mr(s)(¢) # 0}

the best we can say is thétg u(s1,s2,s3) < 1, based on AF

; 1o ={ses 0
the inner and outer measures. f {s I (s)(6) # 0}
Modeling the problem with 4 states means that given our Ay ={s € S|mi(s)(¢) # 0}

prior knowledge, these states correspond to the only pos- - T

sible situations after Ron’s selection: He will select onflOte thatd g, Aj andA; are fuzzy sets and may overlap.

and only one suit among the 4 available. However, sup-Knowledge and belief - Halpern in [24] gives the fol-

pose that the two parts of the suits may have been mix@y/ing definitions for knowledge and belief in PWS:

so we have two pieces (trousers and jacket) on the samg ¢ is known if it is TRUE in all the possible worlds

coat-hanger. The 4 possible worlds correspond then to the ¢ ¢

4 coat-hangers, and no longer to the 4 distinct suits. Imag-

ining that the trousers is inside the jacket, Ron will select ® ¢ is believedif it is TRUE in at least onepossible

his suit only on the basis of the color of the jacket. Suppose world s of S

for example, that the coat-hanger he sglects supports a%’lﬁa the other hand, Smarandache [25] uses the notion of

jacket and gray trousers. Then, waht is the correspondk% 4o .

state of the world? Clearly, this situation has not been con- rld_ and states thaf'(¢) = 1" if ¢ is TRUE in a." the
' ssible worlds of S (absolute truth) an@’(¢) = 1if ¢ is

sidered in the modelisation of the problem, based on a DSF%UE in at least onepossible worlds of S (relative truth)
structure. However, using a DSm structure allow the el P

((:!s_ee Tab. 5.3). Hence, in the neutrosophical framework, we
ments of the hyperpower set 5fto be measurable. Hence, n state the following definitions for knowledge and belief:

the state resulting of a selection of a mixed suit correspor?%

AR . is known if T(¢) = 1+ = F(¢) == 0 and¢ is believed
to s; As;, withi # j. This means that we are in both world L - :
s; ands;, and that with a single selection, Ron selected fF} T(¢) =1= F(¢) = 0. Table 5.3 shows several special

fact two suits. So, we allow other events than those forecgﬁs es.

to overcome. . .
Table 2: Neutrosophical values for special cases (adapted

5.3 Possible worlds semantics for neutrosophic o™ [25)).
logic dis... in...poss. world(s)] Neutrosophical value
Neutrosophic logic is presented as a general framework forrue T(¢) = 1: =F(¢)="0
logical approaches [23], as it is extended in three distirict lSe all F(¢)=1"=T(¢)="0
o ' indet. I(¢p) =17
directions: UG T(@) = 1= F(3) =0
1. With ¢, are considered Noa-(what is notg), Anti-¢ false atleast one F(¢)=1=T(¢) =1
(the opposite ofp), Neut¢ (what is neither nor | _indet. I(¢)=1
Anti-¢) and¢’ (a version ofp); indet. no I(¢) =" 0
not indet. at least one I(¢) =0

2. The semantics is based dhree assignments, not a
single one as it is commonly used in the other logics;

3. These three “truth” assignments take their values a Furthermore, one can consider the unary operaiors of

S . X - ]
subsetsof the hyperreal interval =0, 17, instead in neutros_oph|c_log|c (Nom, Anti-¢, Neut, ¢') to model
0, 1], new epistemic concepts but also as a means to represent

situational objects, such as neutral situation, environment.
While in a Kripke model, ¢ can only beTRUE, i.e.

m(s)(¢) = 1 or FALSE i.e. 7(s)(¢) = 0, ¢ is allowed 6 Conclusion

to beT% TRUE andF% FALSE, andI% INDETERMINATE

in neutrosophic logicg is thus characterized by a triplet of
truth-values, called theeutrosophical value

In this paper, we proposed a discussion on neutrosophy

and its capacities to encompass the situation analysis chal-
lenges. In particular, we underlined three basic principles
NL(¢) = (T(¢), I(¢), F(¢)) (5) that should guide the modelization in Situation Analysis:

(1) allowing statements about uncertainty to be made, (2)
where (T'(¢), I(¢), F(¢)) C]70,1F[3,]70,1%[ being an enrichment of the universe of discourse, (3) allowing au-
interval of hyperreals. toreference. It is in this frame, that the advantages of
The “truth” assignmentw becomes thenm = DSmT and neutrosophic logic were studied. In particular,
(mp, 7, 1), a three-dimensional assignment, whefeis we showed that it is feasible to build a DSm structure upon



the possible worlds semantics, and we illustrated it by §bl] R. Fagin and J. Y. Halpern, “Belief, awareness, and
example. Extending the classical set structure of DSMT limited reasoning,” Artificial Intelligence vol. 34,
to an hyperset one, doubled with the possible worlds se- no. 1, pp. 39-76, 1988.

mantics could allow auto-referential statements on menﬁ&] A-L Jousselme. P. Maupin. and E. Bés&Uncer-
states. Considering neutrosophic logic, we showed that1s ta.int.y ina situatic’)n énalysri)s |£)erspec.tive 'i?mcee d-

could be possible to extend Kripke structures in order to . h . .
. : . ings of " Annual Conference on Information Fusjon
take into account triplets of truth assignments. We also

show how to represent the concepts of belief and knowl- (Cairns, Australia), pp. 1207-1214, July 2003.
edge with hyperreal truth (resp. falsity, indeterminacy) aft3] G. Bronner,L'incertitude, vol. 3187 ofQue sais-je?
signments on possible worlds. This allows one to clearly Paris: Presses Universitaires de France, 1997.
distinguish certain belief from knowledge.

An extended version of this paper will be published 4] P. Aczel, “Lectures on non-well-founded sets,” in

[26] CLSI Lecture Notewol. 9, Harward University Press,
' 1987.
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